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Abstract—Data Management (DM), like many areas of com-
puter science (CS), relies on empirical evaluation that uses
software, data sets and benchmarks to evaluate new ideas
and compare with past innovation. Despite the importance of
these artifacts and associated information about experimental
evaluations, few researchers make these available in a findable,
accessible, interoperable and reusable (FAIR) manner, in this way
hindering the scientific process by limiting open collaboration,
credibility of published outcomes, and research progress. Fortu-
nately, this problem is recognized and many CS communities,
including the DM one, are advocating and providing incentives
for software and analysis papers to follow FAIR principles and
be treated equally to traditional publications. Some ACM/IEEE
conferences adopted Artifact Evaluation (AE) to reward authors
for doing a great job in conducting experiments with FAIR
software and data. After half a decade since AE’s inception,
the question is whether the emerging emphasis on artifacts, is
having a real impact in CS research.

[. INTRODUCTION

It is an accepted fact that we learn hard lessons when im-
plementing and re-evaluating systems, yet it is also acknowl-
edged that science faces a crisis in reproducibility [3]. Data
Management research (DM), like many areas of experimental
computer science (CS) [5], is far from immune to this crisis,
although it should be easier for DM than other sciences, given
the emphasis on encapsulating experimental artifacts, such as
source code, data sets, workflows, configuration parameters,
etc. Despite the importance of these artifacts and associated
information about experimental evaluations, few researchers
make these available in a findable, accessible, interoperable
and reusable (FAIR) manner, in this way hindering the sci-
entific process by limiting open collaboration, credibility of
published outcomes, and research progress.

Fortunately, there is growing recognition of this challenge
in CS. DM is one of the first to consider the issue of
reproducibility seriously. Early on at VLDB 2007, the panel
on “Performance Evaluation and Experimental Assessment”
debated the challenges in adopting reproducibility as a review
criterion and promoted the idea that software, experiments and
analysis papers should be valued equally to papers offering
new solutions. The following year, ACM SIGMOD proposed
for the first time to test the code of submitted papers in
2008. The initial effort was on repeatability, testing the code
associated with conference submissions against the data sets
used by the authors. In 2010, repeatability was expanded to
include workability, running different/more experiments with
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different or more parameters than shown in the respective
papers. The 2008-2012 repeatability and reproducibility ef-
forts were renewed in 2016, creating the SIGMOD Repro-
ducibility committee to advocate that software and analysis
papers should follow FAIR principles and be treated equally to
traditional publications. To incentivize authors, it established
the ACM SIGMOD Most Reproducible Paper Award.

Many other ACM and IEEE conferences considered similar
ideas, perhaps inspired by these early efforts of DM, and
over the last half dozen years adopted Artifact Evaluation [6]
(AE, artifact-eval.org). AE is an optional, post-acceptance
process, which is conducted independently of paper review
and by an artifact evaluation committee (AEC) separate from
the program committee. Upon paper acceptance, authors are
given the option of providing their artifacts to the AEC,
which checks that results/conclusions of a paper are consistent
with the artifacts. A paper that passes is rewarded with a
badge which is put in the paper’s PDF and the ACM Digital
Library to distinguish it. ACM has adopted a set of badges
for different award degrees [2]—ACM SIGMOD adopted two
ACM badges, Results Replicated and Artifacts Available.

The question is whether the emerging emphasis on arti-
facts, in particular AE, provides a real incentive in computer
systems research, or whether this is just another fad. This
paper attempts to answer this question. More specifically, we
aim at providing the scientific research community with our
preliminary insights [4] and seek its assistance in furthering
and broadening our study.

II. OUR STUDY

To answer whether AE is an incentive for authors to provide
their software artifacts, we used level of participation and
citation count as proxy metrics. Levels of participation can
be defined in several ways, e.g., to align with ACM badges.
We adopted the simplest way to define participation, which
is to count AE papers and authors without distinguishing
award degrees. For a conference that adopts AE, the citation
count metric sets up an experimental group of papers that
successfully went through AE and a control group that either
were not successful or did not participate. Citation count
also permits us to answer our question quantitatively, albeit
indirectly. These metrics are imprecise with many sources
of bias, but they can show trends and indicate, at least in a
preliminary way, whether AE can promote improved practices.
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Fig. 1. Percentage of AE and non-AE papers.
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We did our best to identify all conferences that use the
AE process, and we went through the proceedings of these
conferences to find papers that successfully went through AE.
We used Google Scholar to get citation counts for the papers'.

III. THE ANALYSIS

In our analysis, we considered conferences in 2013-2016
and did not include any in 2017 since we are still collecting
the data for 2017. Figure 1 shows an upward trend of papers
that passed AE. Figure 2 illustrates that this increased number
of AE papers is due to an increased number of authors who
participated in AE for the first time. In fact, the number of
first time authors is substantially higher compared to that of
repeated ones. An interesting observation on repeated authors
is that the Top-15 AE authors, corresponding to 5% of the
total number of repeated authors, had 5-8 AE papers.

Figure 3 shows the summary data for the average number
of citations per paper for AE and non-AE papers. It is clear
that the citation counts for AE papers is higher on average
than the control group. Table I shows citation counts on a
per year basis for three conferences that regularly use AE.
In these conferences, there is a trend that AE papers receive
more citations. Interestingly, the table shows that older AE
papers tend to collect even more citations than non-AE papers
of equivalent age. For instance, in 2013, the AE papers for
ECOOP had an average of 22.25 citations per paper, while
the non-AE papers had 15.67. PLDI had a big spike for
2014 (60.83 vs. 26.54). However, this spike is due to one
particularly influential paper in 2014 that successfully went
through AE [1].

!"This data was collected in Spring 2017 & 2018 by Anuradha Kulkarni,
Seth M. Stayer and Christopher Corsi as part of their degree projects.
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Fig. 3. Average citation counts of AE and non-AE papers.

TABLE I

AVERAGE CITATIONS PER AE AND NON-AE PER YEAR.

ECOOP OOPSLA PLDI
Year AE | Non-AE AE | Non-AE AE | Non-AE
2013 22.25 15.67 | 22.50 28.06 N/A N/A
2014 11.67 11.44 | 13.35 12.86 | 60.83 26.54
2015 7.92 5.47 7.56 7.52 | 15.04 11.97
2016 2.50 1.00 1.00 1.34 4.55 4.33

IV. THE ANSWER

Figures 1-3 illustrate that AE does seem to have an effect
on reproducibility. The number of first time authors engaged
in AE is increasing and the citation counts for AE papers
is higher on average than for the non-AE ones. It is very
important to note: There may not be a direct causation e.g.,
perhaps authors that participated in AE have a tendency to
be more active and visible in the community, already have a
history and a desire to release software, or have a history of
producing high quality and innovative outcomes, etc. These
biases may lead to the higher citation counts; deeper study
will be necessary to understand and correct for possible bias.

Although we cannot draw a cause-and-effect conclusion
yet, there is quantitative evidence that the AE badges in-
fluence participation in the AE process. Furthermore, there
is quantitative evidence that AE is at least correlated with
citation count. There are also qualitative indicators that AE and
similar processes are creating incentives for the development
of artifacts in FAIR manner. In conclusion, our current results
suggest that AE is one potentially powerful incentive toward
producing better software and other artifacts!
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