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Abstract—HVAC (Heat, Ventilation, Air Conditioning) systems
account for significant amount of energy spent in residential
and commercial buildings. Improved wall and window insulation,
energy efficient bulbs as well as building design that facilitates
a more optimal usage of the thermally conditioned air within
a building, are amongst some of the measures taken to address
the high usage of energy for space conditioning. In this paper
we address a main issue that affects the energy consumption
for heating and cooling of buildings, namely the duty cycle of
the furnaces / air-conditioners. We propose D-DUAL, a 3-fold
scheduling mechanism that builds on multiple variable linear
regression model. Our scheduler minimizes the duty cycle and
does not impact users’ comfort. Our experimental evaluation
shows that our proposed approach saves up to 49% energy,
compared to commodity HVAC systems.

Index Terms—IoT; HVAC; scheduling; smart home; energy
savings; Internet of Things;

I. INTRODUCTION

Motivation The energy consumption of private houses, com-
mercial and public buildings has been increasing. The biggest
amount of energy consumed in the US is for space heating
and cooling of residential buildings–47.7% in 2009 [1]. This
induces higher costs and calls for enabling new power plants
that harm the environment [2]. To mitigate the negative impact
on the environment it is imperative to optimize the energy
consumption in residential buildings.

Many buildings in the US are equipped with thermostats
control the temperature and sensors to detect the pres-
ence/absence of humans. Such “smart” buildings have systems
in place to control the lighting as well. Recently, buildings are
built with sensors and actuators that allow fine-grain control
of the temperature at the room level and the duty cycles of the
lighting. Moreover, the emergence of Internet of Things (IoT)
enabled new technologies that facilitate increased autonomy
in space conditioning and lightning–smartphone-based geo-
fencing, as well as connected thermostats, power plugs, and
light bulbs aim to improve quality of life [3]–[6].

Given a building that is enabled for fine-grain control of the
temperature, the system can open or close the vents whenever
necessary whenever the temperature in a given room diverges
from the user requested one. Further, the (smart) thermostat
or controller will command the HVAC unit to turn on at the
appropriate time to regulate the temperature in the room. To
the best of our knowledge, all proposed space conditioning
solutions fall short to address a serious concern: the amount of
energy lost in turning the HVAC system on and off to regulate
temperatures on a per-room basis.

TABLE I
ENERGY SAVING APPROACHES USING HVAC SCHEDULING

Non-HVAC Scheduling HVAC Scheduling
Non-ML Solution [7], [8] Naı̈ve

ML Solution [9]–[17] D-DUAL

Approach In this paper, we propose an IoT solution that
schedules the duty cycles of HVAC systems intelligently for
energy reduction while meeting users’ comfort requirements
for target temperature, on a per-room basis, in residential
buildings. Our solution, called D-DUAL, takes the desired
temperature along with the maximum time the user expects
for the temperature to be regulated (which we call deadline).
Its innovation is that D-DUAL combines scheduling and re-
gression techniques. The former optimizes HVAC duty cycles
and the latter predicts the time needed to reach the desired
temperature for each request. The predictive model is based on
multiple linear regression (MLR). All requests and data sensor
readings from all rooms are delivered to a “smart” gateway
which runs the predictive model on the sensor readings. The
gateway takes the deadlines for all requests from different
rooms, as well as the respective predicted time values and
prepares a schedule that controls the duty cycle of the HVAC
system to minimize energy while maintaining users’ comfort.

D-DUAL is a lightweight computational solution that can
run the “smart” gateway on a real-life IoT “hub”–which is
an integral part of many IoT deployments to this day. It is
our goal to keep the computations locally into the hub and
avoid exposure of users’ data to additional privacy and security
concerns when data is transferred to cloud. Furthermore, our
solution is indifferent to the underlying IoT infrastructure. The
information it operates on is fed into the gateway from the
“hub” that receives sensor readings and user requests. The
“hub” may be connected to wired, wireless or ad-hoc networks
in order to receive data from sensors and users. Often these
hubs are deployed on Raspberry Pi computers. In matter of
fact we tested D-DUAL on Raspberry Pi.

Even though ML has been used in schemes to save energy
in HVAC [9]–[11], none of these existing solutions aimed in
optimizing the HVAC scheduling (for examples see Table I).
These solutions used various ML algorithms for prediction
as appropriate. In our case, as discussed below, we selected
MLR for its relative simplicity of implementation, highly
accurate results, and modest computational and memory foot-
print requirements.
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Contributions
• We propose D-DUAL that combined three scheduling

techniques, namely shortest job first, elevator and latest
deadline, with a regression prediction model to reduce
the loss of energy due to the duty cycle of the HVAC
system.

• We develop a thermal energy exchange function that
drives the MLR based prediction of time needed to reach
a specified temperature.

• We show that the scheduling of space conditioning of
rooms in residential buildings can be modeled as one of
six canonical cases.

• We conduct an experimental evaluation on Raspberry Pi
that shows that our proposed approach reduces the energy
consumption for space conditioning by up to 49%.

• We also demonstrate via our evaluation the applicability
of our solution for IoT systems as it can be deployed
on low cost hardware, such as Raspberry Pi Zero, and
produce results in real time - within 1 second.

Outline In Section II we set up the stage for our solution
by providing the necessary definitions of the system model
and the multiple linear regression. The solution and its two
integral parts, namely, the scheduler and the thermal energy
exchange function and sliding window that are used into
MLR, are discussed in Section III. Experimental evaluation
on a Raspberry Pi implementation is provided in Section IV.
Related work is discussed in Section V and conclusions are
provided in Section VI.

II. SYSTEM MODEL AND PRELIMINARIES

In this section, we discuss our system model of a residential
building, the optimization objective of our work and review
MLR that we use with our thermal energy exchange function.

A room has direct space conditioning capabilities if there is
a vent installed in the room, and that vent is connected to the
controller that is in charge of space conditioning (of part of)
the building. Each such room is equipped with a self contained
sensing unit whose measurements are denoted {xij}, whereby
i denotes the sample number and j denotes the sensor that
generated the measurement.

Definition 1: (Window of measurements) A window w is a
vector of n consecutive measurements of the sensors, ordered
in time. The oldest one is at time t−w and the most recent one
is at time t. Each measurement contains the values from all
available sensors that play role in the thermal energy exchange
function used in the multiple linear regression.

Definition 2: (Request) A tuple

ui(i, tscurr, temptarget, tstarget) (1)

is called a request, whereby tscurr is the timestamp that marks
when the request was generated in room i, temptarget is the
desired temperature to be achieved for this room, tstarget is
a moment in the future by which the desired temperatures
should be reached (the “deadline”).

Definition 3: (Objective criterion) Given the set Qcurr

of current sensor readings for all rooms i, 1 ≤ i ≤
m, the previous window w’s sets of sensor readings
Qcurr−1, Qcurre−2, ..., Qcurr−w, and the set R of requests
ui, generate a schedule S that minimizes the duty cycle of
the furnace/AC and achieves the requested target temperatures
tempi,target by the users’ deadlines tsi,target for each room
i in a house.

The schedule should be produced in near real time, whereby
near real time stands for an amount of time that is short enough
to provide sufficient time for the nearest deadline to be met.
Given the objective criterion, our solution is indifferent to the
underlying infrastructure that feed data into it. It is equally
suitable for IoT deployments that have wired, Wi-Fi or ad-
hoc communication networks. Moreover, ideally the solution
will carry out the necessary computations locally to the IoT
deployment and thus will not expose users’ data to additional
privacy and security concerns by pushing data onto clouds.

A. Multiple Linear Regression

Multiple linear regression (MLR) models the relationship
between two or more explanatory variables xi, δt and a re-
sponse variable g by fitting a linear equation to observed data.
Every value of the independent variable xi is associated with
a value of the dependent variable g. The population regression
line for p explanatory variables x1, x2, ..., xp is defined as

µg = β0 + β1x1 + β2x2 + ...+ βpxp (2)

This line describes how the mean response µg changes with
the explanatory variables. The observed values for g vary
about their means µg and are assumed to have the same
standard deviation σ. The fitted values b0, b1, ..., bp estimate
the parameters β0, β1, ..., βp of the population regression line.

Since the observed values for g vary about their means
µg , the multiple regression model includes a term for this
variation. Mathematically, the model is expressed as

DATA = FIT + RESIDUAL (3)

where “FIT” represents the expression for g from Eq. 2.

β0 + β1x1 + β2x2 + ...+ βpxp (4)

The “RESIDUAL” term represents the deviations of the ob-
served values g from their means µg , which are normally
distributed with mean 0 and variance σ. The notation for the
MLR model deviations is ε.

Definition 4: The model for multiple linear regression, given
n observations, is

gi = β0 + β1xi1 + β2xi2 + ...+ βpxip + εi (5)

for i = 1, 2, ..., n. In the least-squares model, the best-fitting
line for the observed data is calculated by minimizing the sum
of the squares of the deviations from each data point to the line
(if a point lies on the fitted line exactly, then its deviation is 0).
Because the deviations are first squared, then summed, there
are no cancellations between positive and negative values.
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The values fit by the expression b0+b1xi1+b2xi2+...+bpxip
are denoted ĝi and the residuals ei are equal to gi − ĝi, the
difference between the observed and fitted values. The sum of
the residuals is equal to zero.

The variance σ2 may be estimated by

σ2 =
Σe2i

n− p− 1
(6)

also known as the mean-squared error (or MSE) [12]–[15].
MLR is used in our solution in a sliding window model,

whereby we take a number of consecutive sensor readings for
each room (x11, x12, ..., xij , ..., xnp) of the n rooms in the
building and run regression on them to derive the coefficients
βi of g(x1, .., xp, δt). When new sensor readings are available,
we drop the oldest readings and add the newest, ordered by
time. The function g for each room is a building block for our
scheduler, as discussed in the next section.

III. D-DUAL SOLUTION

Our D-DUAL (Data-Driven User-Aware scheduLing) solu-
tion is depicted in Figure 1 and it consists of two integral
elements: a prediction mechanism (regression) and scheduling
mechanism–thus the name DUAL, i.e., “consisting of two”.

A regression technique and a 3-fold scheduling mechanism,
i.e., based on three fundamental scheduling mechanisms, are
interwoven to generate optimal furnace/AC scheduling that
minimizes the energy consumption and keeps the temperature
in all rooms within the comfort range, as defined by the user
requests for each room.

The intuition is to predict what amount of thermally condi-
tioned air is needed for a room to reach the temperature desired
by its users. Once this information is available, it is translated
into a period of time in which the vent in the room should be
open and air should be blown through it. This prediction for
each room is used to make a schedule that minimizes the duty
cycle of the HVAC system and reaches the target temperatures
in all rooms. We have considered a number of ML techniques
for our solution before adopting MLR. Specifically, we assume
that historical data is available, which ruled out unsupervised
and reinforcement learning techniques. Furthermore, in the
domain of supervised learning techniques, we found most
of classification techniques such as logistic regression, linear
discriminant analysis, classification and regression trees, naive
Bayes, K-nearest neighbors, learning vector quantization and
artificial neural networks, as well as support vector machines
unsuitable for our usecase. Some of them provide means for
binary classification only, others have significant computa-
tional complexity and neither is compatible with our thermal
energy exchange function. Moreover, we researched the usage
of autoregression in our solution. AUtoregression is a single
dimension time series predictive analysis technique. Therefore,
we could either use it to predict the time needed to change
the temperature by a unit of temperature or to predict the
temperature change over a unit of time. The former limits our
solution to using temperature sensor reading only and oversees
other factors that affect temperature change. The latter requires

additional computational model that calculates the prediction
that is fed into the scheduler. We picked MLR because of
its simplicity as it does not require tuning parameters such
as in LASSO regression and Ridge regression to improve
its accuracy in the case of small windows of readings as
confirmed by our experimental evaluation (see Section II-A).

A. Prediction Model

We define a temperature change function g that is based
upon our thermal energy exchange function f . The former
is used in MLR-based prediction model (see Section II-A)
to derive the amount of time needed to blow thermally
conditioned air in a room to reach the desired temperature.
Whenever a new sensor reading is received by the algorithm,
the recalculateCoefficients() primitive is executed (see Lines
3-6, Algorithm 1). That slides the window for the room which
the reading came from and MLR is run to derive the updated
coefficients βi. The regression coefficients are recalculated to
maintain high accuracy for the predictions.

Definition 5: (Thermal energy exchange) Given p of the
residential building’s sensors installed in a room to measure
the factors that affect the change of the temperature in that
room, there is a linear function:

f(x1, x2, ..., xp) = β0 + β1x1 + β2x2 + ...+ βpxp (7)

that measures the thermal energy exchange at a given unit of
time t. The xi are the measurements at time t, read from the
sensors i, and βi are the coefficients of the function, 1 ≤ i ≤ p.

The intuition here for the thermal energy exchange is that
the factors dictate if the temperature in the room will keep
increasing or decreasing over a span of time, given the current
values of sensors’ readings.

Definition 6: (Temperature change) Given function
f(x1, x2, ..., xp), there is a function

g(x1, x2, ..., xp, δt) = f(x1, x2, ..., xp)× δt (8)

that calculates the temperature change (in degrees) in the room,
if the sensor readings x1, x2, ..., xp do not change for a period
of time δt. Here, again xi and δt are variables and βi are the
coefficients of the function, 1 ≤ i ≤ p.

We use g(x1, x2, ..., xp, δt) in our solution to calculate the
amount of time for which terminally conditioned air should be
blown into a room, so that room reaches a desired temperature.
We call the variables xi and δt explanatory variables and g
response variable in the MLR.

B. D-DUAL Scheduler

The D-DUAL scheduling algorithm (see Lines 7-11, Algo-
rithm 1) takes two types of input, namely new sensor readings
xij and user requests, as defined in Eq. (8).

When a new request is received, it is parsed in the
parseRequest() primitive. The useCoefficientsToDeriveTime()
primitive is executed to derive the expected amount of time
needed to reach the temperature for each request, given the
last known sensor measurements for that room. When all
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Fig. 1. D-DUAL Solution

Algorithm 1 D-DUAL
1: procedure D-DUALSCHEDULER( )
2: while 1 do
3: if newData xij is available then
4: slideWindow();
5: recalculateRegressionCoefficients(xij);
6: end if
7: if newRequests are available then
8: parseRequest();
9: useCoefficientsToDeriveT ime();

10: recalculateSchedule();
11: end if
12: end while
13: end procedure

predictions are in place, a schedule is generated, adhering to
the objective of the solution, as defined in Section 3.

The recalculateSchedule() primitive is based upon Shortest
Job First, Elevator Algorithm and Latest Deadline scheduling
principles. In case that all requests are for changing the
temperature in the same direction (i.e., all rooms should be
warmed up by the furnace; the case for cooling by AC is
symmetric), the scheduling is trivial. The Elevator algorithm
principle is employed in the sense that if the furnace is running
already, it keeps running until all requests are fulfilled. If it is
not running, the Latest Deadline approach is taken to batch
requests and allow for new requests to be accommodated.
The time windows needed to reach the desired temperature
in each room are aligned in a way that minimizes the furnace
duty cycle. Moreover, the furnace works for the amount of
time equal to the longest of all predicted time frames. For the
case when some rooms need heating and others need cooling,
the requests are split into 2 subsets–those that require heating
and those that require cooling. The aforementioned steps for
each subset are executed independently of the other subset.
The Shortest Job First principle is used as a tie breaker: the
shorter of the two time frames is executed first.

C. Canonical Scheduling Cases

In this subsection we show that there is a finite number
of scheduling cases that the scheduler should handle when
running our D-DUAL Solution that aims to minimize the
energy consumption for space conditioning of residential
buildings. We use mathematical induction to show that all

possible scheduling combinations fall into one of the cases
that are discussed in this subsection. We run the induction for
the number of rooms in the building.

Base Case: The basic case is the building with two room,
n = 2. All possible combinations for 2 rooms are depicted
in Figure 2. The case when the temperature does not have
to be changed implies that the target temperature is achieved
already and such rooms can be ignored. There are 12 cases
on the diagram, labeled a to l. Each case has 2 lines, one for
each room. The cases that require cooling are depicted in blue
(dotted line) and the cases that require heating are depicted
in red (solid line). A longer line depicts longer amount of
time for which thermally conditioned air should be blown
into the room. Often the rooms require different amounts of
conditioned air to be provided in order to reach their desired
temperatures. We depicted the case when the request that has
arrived earlier also requires more air (and thus time) to reach
the goal. The opposite case when the shorter request has an
earlier arrival time, is symmetric. We did not depict it due to
space limitations.

Given the intervals for two rooms there are three cases to be
considered: (i) the intervals for the two rooms no overlap, (ii)
the intervals overlap complete (i.e., one contains the other one)
and (iii) partial overlap, depicted in Figures 2(a), 2(b) and 2(c),
respectively. In these three cases the temperature in both rooms
should be decreased. The three cases when both rooms should
be heated follows on Figures 2(d), 2(e) and 2(f). The mixture
of heating and cooling is depicted in Figures 2(g) to 2(l).
The cases when the cooling predeceases the heating arrival
is depicted in Figures 2(g), 2(h) and 2(i), and the opposite
case in Figures 2(j), 2(k) and 2(l). Moreover, the temperatures
in all rooms may need to be adjusted in the same direction
(i.e., all need to be cooled down or all need to be warmed
up). If the temperature in all rooms is expected to be adjusted
in the same direction, there is no difference from scheduling
point of view if all rooms require heating or cooling. This
effectively implies that Case d. is identical to Case a, Case e
to Case b and Case f to Case c. The other possibility is to
have a mixture of heating and cooling. Similarly, the order
of arrivals for cooling and heating when one room requires
heating and the other cooling, do not make a different from
scheduling point of view. It is to be noted that Cases j, k and
l are identical to Cases g, h and i, respectively. We derive the
conclusion that there are six base cases for scheduling and we
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Fig. 2. Canonical cases for scheduling

refer to them as canonical cases–they are depicted in Figures
2(a), 2(b), 2(c), 2(g), 2(h) and 2(i).

Induction hypothesis: Assume that for some n = k rooms,
whereby k is a positive integer and k > 2 the time frames for
space conditioning of the rooms in given house can be split
into two groups. These groups cover one of the Canonical
cases, presented in the base case. Further, each group can be
split into two subgroups. These two subgroups cover one of the
six canonical cases. This operation can be repeated recursively
until each subgroup contains no more than two rooms.

Induction step: We will now show that for n = k + 1 the
time frames for conditioning all rooms can be split in two
groups that are in one of the Canonical Cases. If we arbitrarily
take 1 room out of k + 1 rooms, we will have a set of k
rooms, that we know that can be split into two groups in a
way that builds a canonical case. If we consider one of these
two groups arbitrarily and the room that has been taken out of
the set earlier, as a group itself, they can be thought of as two
groups. The time frame of the room that has no other room
in its group, may not overlap with any of the time frames
in the other group. This is a canonical case and it does not
matter if the temperature in the single-grouped room should
go in the same direction as all of the rooms from the other
group, because our canonical cases cover both uni- and mix-
direction cases. If the time frame for the single-grouped room
overlaps completely with the time frames of the rooms from
the other group, it can be added to their group and this will
be other canonical case. Similarly, if he overlap of the time
frame of that room with the other rooms is partial, this is
another canonical case. This exhausts the possibilities for the
relative position of the single-grouped time frame with respect
to the other time frames. Hence by mathematical induction, the
scheduling of n rooms, whereby n ≥ 2, falls into one of the
six canonical cases. �

IV. EXPERIMENTS AND ANALYSIS

In this section, we present the experimental evaluation
results of our solution.

A. Experimental Framework

Testbed We implemented our solution and its algorithm in
Java 1.8. We ran the experiments on a Raspberry Pi Zero
W with 1 ARM CPU, running at 1GHz, 512MB of RAM
memory, and 64GB MicroSDEX micro SD card. The operating
system used was Raspbian Stretch Lite, based on Debian 9.
Metrics We evaluated the performance of the algorithm in
terms of prediction accuracy, wall-clock time and energy
decrease.

Prediction Accuracy: We measured how accurate our re-
gression model (MLR) is in predicting the time needed to
reach provided target temperature. We measured, the average
of the differences between the predicted values and the actual
amount of time needed to reach target temperatures in the
rooms in scope. The actual amount of time and the temperature
to be reached are extracted from the real dataset. We also use
prediction accuracy to assess the suitability of MLR.

Wall-Clock Time: We measure the scalability of our solution,
when deployed on low cost hardware. It is measured as the
amount of time it takes for the computer to run our algorithm
with the number of sensor readings we experimented with.

Energy Decrease: This is our optimization criterion. This
metric reflects how capable the algorithm is in detecting
rooms that can be conditioned without violating the comfort
requirements of the users. It shows the amount of energy spent
as a percentage of the amount of energy spent to achieve the
same goal with commodity naive system. Assuming that other
factors contributing to energy consumption in HVAC systems
are constant, the length of the duty cycle of HVAC systems
can be translated to the energy spent, that is, the longer the
HVAC works, the higher the amount of energy spent on space
conditioning.
Dataset HiberSense Historical Data [18]: The dataset we used
in our experiments consists of thousand measurements from
the HVAC related data in one family house for three days,
collected between 2018-02-01 and 2018-02-03. The house has
two rooms on the first floor and two rooms on the second
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floor. Each floor has its own thermostat. The data, available for
each room, contains the measurements for motion, voltage of
the sensors battery, two different temperature measurements,
humidity level, air pressure and light level. Information about
the state of the vent in each room is available as well.
Vents can be either open or closed. The vents have the same
sensors except that they do not contain measurements for
motion. Moreover the dataset contains the following reading
for each thermostat: fan state of the HVAC, state of the
HVAC, temperature set on the thermostat, override state of the
thermostat, hold state and the method the data was collected
(push / pull). Outside temperature has been collected too, once
per hour. User preference levels have been collected as well:
the minimum and the maximum temperature the user tolerates
as well as the safety boundary temperatures, beyond which the
health of the user is jeopardized. All the data is timestamped
with precision to a second. The senors in each room reported
new measurements whenever there was a difference in the
value of at least one reading, compared to the last values
sent, or if a 15 minutes time span has passed. The thermostats
reported every 3 seconds.

B. Experiments & Experimental Results

We ran four experiments to measure the metrics described
above. We ran each experiment 5 times and reported the
average and standard deviation of the metrics we collected
during the experimental evaluation.

Experiment 1: Prediction Accuracy (Figure 3)–In our first
experiment, we measured the time difference between our
prediction, using our regression prediction model with MLR,
and the actual amount of time, needed to reach the target
temperature. We select sliding windows of different sizes of
consecutive sensor measurements in a given room and run
the regression prediction model to produce the predicted time.
We use 5 different sensors to feed the regression model,
specifically the average of the 2 temperature readings from
the IoT unit that does not control the vent, the pressure and
humidity readings of the same unit, the external temperature
and the state of the HVAC system, i.e., heating, cooling or off.
Further, we take the most recent record of sensor readings for
that particular room (which includes the temperature reading),
replace the temperature reading with the temperature we
want to reach. The temperature we want to reach is nothing
but fetched from the proceeding record, and we derive the
predicted time it takes for the target temperature to be reached.
We then compare the predicted duration against the actual
duration observed in the dataset. We then slide the window
by 1 record and repeat the steps until we exhaust the dataset.

We ran the experiment for seven different window lengths–
specifically, 8, 16, 32, 64, 128, 256 and 512. Moreover, we
ran it for each room independently. In Figure 3, we show
the average of the five runs for all rooms and the standard
deviation, whereby the standard deviation is calculated for
the five runs for all rooms for a single window length.
On the x-axis of the figure we have the different sliding

Fig. 3. Prediction accuracy with MLR for different window lengths for 4
rooms

window lengths. On the y-axis we show the average of the
differences between the predicted values and the actual values.
Our experiment showed that the accuracy of the regression
library we used consistently decreased for windows of size
16 or larger. This is not surprising as the most recent values
of sensor readings are the most relevant in affecting a current
temperature. Furthermore, for our test dataset, window length
of 8 readings predominantly provides the best results. We
compared the predicted value for the amount of time needed
to reach the target temperature to the ground truth and we
observed that the predicted value consistently deviates by less
than a minute for all rooms and for window length of 8. The
experiment took about 67 seconds per window length when
run on our testbed (Table II).

TABLE II
CLOCK TIME FOR EXPERIMENTS IN MILLISECONDS.

Experiment Duration in msec
1st 945794 (15.7 min)
2nd 2000858 (33.34 min)
3rd 34684 (0.57 min)

Experiment 2: Regression Modules Comparison (Figure 4)–
The goal of our second experiment was to quantitatively
evaluate the suitability of MLR for our solution. In our
second experiment, we measured the accuracy of the two most
promising candidate regression modules, MLS and LASSO,
to our problem. We ran the LASSO regression with multiple
shrinkage parameter values (i.e., 0.1, 0.5, 1, 5, 10, 50, and
100). In Figure 4, our reported results are the average time
difference between the predicted time to reach a certain
temperature and the actual time taken to reach that temperature
from the dataset. Those results are reported for the same 5
different window sizes (i.e., 8, 16, 32, 64, 128, 256 and 512).
Clearly, for the data we have, MLR and LASSO are of the
same accuracy when the window size is the smallest (size
8). However, when the window size is larger, the LASSO
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Fig. 4. Average time difference between predicted and actual time to reach a
temperature for MLR and LASSO with different shrinkage parameter values

produced more accurate results than MLR. However, the larger
the window size, the lower the prediction accuracy is for both
MLR and LASSO. This is consistent with the observation in
Experiment 1, that small windows containing the most recent
values of sensor readings are the most relevant in affecting
a current temperature. By including more instances of sensor
readings (i.e., larger window size) than what is recent, it would
reduce the accuracy of both the modules prediction. Hence,
using MLR with a small window size that yields the most
accurate results and does not require any tuning parameters is
a good first choice for D-DUAL.

Experiment 3: Scalability (Figure 5)–In our third experiment
we study how our solution scales up with increase of the
number of rooms, served by it. We measured the wall-clock
time needed by our experimental testbed to run the regression
from Experiment 1. We set a window of 8 consecutive
measurements as input for the regression for each room. We
set the number of rooms to 4, 8, 12, 16 20, 24, 28 and 32.
Furthermore, we ran the experiment for all rooms and for all
records, available for each room. The average amount of time
to execute MLR is plotted in Figure 5. Our results show an
increase of the time in relation to the increase of number of
rooms. It takes less than 5 minutes for the solution to run
regression for 32 rooms, 5000 times on average per room. It
is to be noted, that regression for a sliding window of 8 can be
calculated within 1 second or less (Table II) for up to 32 rooms
simultaneously. This makes our solution, when deployed on
Raspberry Pi Zero, suitable to manage space conditioning of
single family houses and small office buildings.

Experiment 4: Energy Savings (Figure 6)–In our last ex-
periment we measure the energy savings caused by our D-
DUAL scheduling algorithm against a naive scheduler. The
naive is a typical thermostat whose scheduler acts as soon as
the request arrives. We pick two times a day from the three
days data we have, and we derived scenarios from the dataset.
Those resemble the cases discussed in Section III. This gives

Fig. 5. Average time to run MLR for different number of rooms for sliding
window length 8

Fig. 6. Total durations of HVAC operation for D-DUAL and Naive HVAC
for all canonical cases

us a total of six scenarios that are diverse in the nature of
their requests. In other words, each one of those scenarios
consists of four requests (one for each room), that varies in the
time of arrival and the cooling/heating request. We compare
the performance of our D-DUAL scheduling against the naive
scheduler by the predicted duration it takes the HVAC to fulfill
the request. Figure 6 shows the total time needed to regulate
(i.e., cool and/or heat) the temperature in the four rooms. The
results show that our D-DUAL scheduling reduces the time
to regulate the temperature in the four rooms by up to 49%.
In only one case, D-DUAL performs the same as the naive
scheduler.

V. RELATED WORK

To the best of our knowledge, there is no prior work
that combines ML and scheduling in an effort to optimize
energy consumption in space conditioning of buildings only
with local resources (i.e., not external network connectivity).
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However, as summarized in Table I, ML techniques have
been employed in HVAC optimization. One example of novel
regression approach is presented in [11]. The paper discusses
an incremental approach to calculate auto-regression, whereby
the model is updated in O(k) calculations at every step–a step
is the next set of variables to be fed into the regression model.
The auto-regression coefficients are calculated only once over
a span of several steps. The computational cost to recompute
the coefficients has complexity of O(k3). The alternative naive
approach is to recalculate the coefficients at each step, having
cost of O(k2). Moreover, the incremental update of the model
and the sparse recalculation of coefficients raises a trade-off
between computation cost and accuracy that is not thoroughly
studied in the paper. Our approach recalculates the coefficients
of the regression at each step. This ensures improved accuracy
at computational cost with complexity of O(k2).

Room-level zoning of HVAC systems is tackled in [7],
[8]. The three pillars of the work are HVAC dimensioning,
occupancy prediction and thermal leakage. The first study,
presented in the paper argues that the HVACs, installed into
houses are under-dimensioned and thus their efficiency is
decreased. Smaller HVAC installations and retrofitting of the
buildings to room-level zoning is one of the directions to
optimize energy consumption for space conditioning. Other
dimension is improved insulation and the last one is “smart”
resource allocation, whereby rooms that have no occupants are
not conditioned. The occupancy detection is tackled further
in [8]. Our work also tackles room-level zoning of HVAC
systems and to certain extend we base our work on the
studies in [7]. We assume that we can accurately detect room
occupation. In contrast, our focus is on HVAC duty cycle
scheduling that aims to decrease energy consumption without
affecting the comfort of the users rather than sensing the
presence of occupants in rooms and use that information to
control vents.

The authors of [16], [17] used a model-predictive con-
trol mechanism that detects occupants in a room and uses
that information to instruct the HVAC to compensate for
the presence of people in the thermally conditioned room.
The solution relies on semiparametric regression to calculate
the temperature change in the room, given the presence of
occupants. The energy gain they achieve is driven by the fact
that the presence of people in a room increases the temperature
in the room. Our work builds on top of that assumption and
achieves energy saving from both an accurate thermal energy
exchange function that can make use of occupants if such
information is available, but also our novel 3-fold scheduling
mechanism that optimizes the work cycles of the HVAC.

VI. CONCLUSIONS

In this paper, we presented our D-DUAL IoT solution that
schedules the duty cycles of HVAC system intelligently to re-
duce energy consumption. The solution aims at minimizing the
time of operation while meeting users’ comfort requirements
and specific requests for target temperature on a per-room basis
in residential buildings.

Our solution combines scheduling and multiple linear re-
gression techniques that take into consideration the temper-
ature and the time window allowed to reach the desired
temperature in each room, as well as sensor readings from
the corresponding room. This information is delivered to a
“smart” gateway, which prepares a schedule that controls the
duty cycle of the HVAC system. We assumed that the users can
tolerate the temperature changes in the rooms they submitted
requests for a period of time until the deadlines that are part of
their requests. Strictly, such changes do violate their comfort
and hence in the future we plan to conduct a more thorough
study on user comfort levels, specified explicitly by users.

Our experimental evaluation with real data showed that
our approach achieves energy savings up to 49%, compared
to the baseline commodity HVAC systems. Furthermore, we
demonstrated that our computationally cheap solution can be
deployed on low cost commodity hardware, such as Raspberry
Pi, and it is capable of addressing the demands for HVAC
control of real-world residential and commercial buildings.
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