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Abstract—User data is growing at an ever greater pace that
threatens to overwhelm our ability to effectively manage it.
As the types of data increase, and the storage environments
become ever more heterogeneous, even reasoning about basic
data management decisions becomes increasingly difficult. This
expansion in complexity requires new methodologies for manag-
ing data that alleviate as much of the burden as possible from the
individual user. Instead of requiring users to understand their
full collection of data and the underlying storage architectures,
future storage systems need to be able to decide on their own
how to manage individual files both in terms of the appropriate
storage medium as well as the necessary file operation semantics.
In this paper we present a vision for future storage systems
that address the dramatic increase in complexity and volume
by providing autonomic storage management decisions based
on dynamically collected metrics that measure the relationship
between individual users and each of their personal files.

I. INTRODUCTION

Managing large collections of data has become a serious
challenge for modern computing platforms and users. While
the challenges posed by managing this abundance of data
are widely recognized and acknowledged by enterprise and
scientific users [7], [14], [8], it is no less of an issue for
ordinary consumers whose personal data collections have
increased significantly as well. Numerous new terms have been
coined to describe this issue in various environments such as
the Data Deluge [7] and Big Data [19]. Unfortunately, while
much work has been put into developing systems to cope with
this massive volume of data, it has almost entirely focused on
enterprise and scientific/high performance computing (HPC)
environments [4], [33], [27], [15]. For ordinary users the task
of managing their own personal data has not significantly
changed even as its volume has become unmanageable. Fur-
thermore, instead of addressing this problem directly, modern
consumer platforms and interfaces (including smartphones and
tablets) are taking the opposite approach and removing direct
data management capabilities from consumer systems. Most
consumer oriented solutions have tended to focus on the
accessibility aspect of the data in question [32], [30], [6], [18].
While accessibilty is an important feature needed by users, it
does not address the problem of how to actually manage the
underlying data storage.

Along with data access, users are increasingly faced with
a huge array of options in how to use and manage their
personal data collections. Outside of social data services [5],
more traditional services such as backup [31] and remote

accessibility [13] are becoming available. Local file systems
are also offering increased features such as change logs that
track a file’s history over its entire lifetime. While these new
services greatly increase the number of options a user has to
secure their data, they still either rely on the user to manage
the data themselves (i.e. choosing which files to backup) or
implement a global policy for every file in the system. Both
of these approaches are sub-optimal in that they either place
an increasingly complex onus on the user or waste resources
to secure unimportant files and data.

We claim that as the amount of data increases along with
the applications that use that data, users will become unable
to effectively manage their own personal data collections.

Furthermore, it is becoming clear that most consumer oriented
users are not interested in performing the management tasks
explicitly, as the success of devices and interfaces such as
tablets, phones, and Windows 8 demonstrates. In order to save
users from a data deluge it will be necessary for emerging
systems and platforms to take on a more active role in the
management of the data they store, instead of simply hiding it
from the users. Future systems will need to have the capability
of automating the management of data and available storage
devices and services in order to fully take advantage of the
increasing variety of storage options while not overwhelming
users with management requirements. In effect we are seeking
to provide automated storage management across the entire
range of storage options (such as local disks, cloud storage
services, etc), similar to but much broader than existing
solutions such as Apple’s Fusion Drive [9]. Our vision of such
systems is based around the idea of measuring the importance
that each piece of data has to a specific user, and using that
information to map files to a disparate set of storage devices
and services which are presented as a unified file system to the
user. This approach will allow a user to easily incorporate the
large range of possible storage options into a single tractable
and accessible interface.

Our high level vision is an autonomic storage system that
“understands” both the implicit real world value each piece
of data has to a user as well as which storage services are
best suited for each data item.

While cloud services might appear to offer a solution to the
problem we have so far described, there are still a significant
number of issues that make fully migrating to the cloud
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unlikely to occur [23]. First, despite claims to the contrary,
cloud services are not yet fully reliable in both technical
and business terms. A number of high profile failures have
occurred at all levels of cloud services, including technical
failures resulting in service outages [1], political interference
resulting in service cancellation [3], security failures both
internal [23] and external [2], as well as direct subversion
by foreign and domestic state actors. As such we claim that
while cloud storage services will be a significant component
of future storage systems, they will never be able to fully take
over the role of sole storage provider.

As the storage environment becomes more complex with
cloud solutions as well as advanced and diversified local
storage systems (both software and hardware), we posit that it
is necessary to make the overall storage system responsive
to the differentiated needs of users as well as the users’
data. Past work has shown that there is a large degree of
variability in the expectations held by users about how a
system operates [12], [25], [26], and our own early results
indicate that this variability holds among the files of each user.

In this paper we present results from a user study we
conducted to measure the degree of familiarity that users have
with their personal data. We outline this study and discuss its
results in Section II. Overall, our study shows that users are
unable to recognize the majority of files located in their own
home directories. We claim that, based on these observations,
a storage model that embraces this lack of familiarity will
be necessary as the amount of personal user data continues
to grow. We outline our vision of such a storage system in
Section III, and discuss the challenges that must be addressed
to achieve its implemenation.

II. MEASURING DATA FAMILIARITY

To quantify the degree of difficulty faced by users when
deciding how to manage their personal data we have conducted
a survey-based user study to directly measure the degree of
familiarity between users and their own personal data. To
conduct this survey we implemented a small application that
volunteers downloaded and ran on their personal computing
environments that was designed to directly measure the degree
to which each user understood the organization of their own
personal files. To perform this measurement the survey pre-
sented each user with a series of files (including the absolute
path) that were randomly selected from the users’ home
directory and/or other directories used to store personal data.
For each file the participant was asked a series of questions to
gauge both whether the user recognized the file in question as
well as the level of importance the user assigned to the data
contained in the file.

The goal of the study was to measure the variance in rele-
vance and importance inside a user’s personal data collection.
In particular we sought to determine whether (1) a user’s
personal data collection could be managed uniformly as a
whole or whether management decisions were necessary at
per-file granularity, and (2) whether there was any variance
among users in their understanding of their personal data files.

Recognizability of 1258 files among 15 users
Not Recognized 50%
Recognized Parent Directory 37%
Recognized 13%

Fig. 1. Recognition of a random subset of files in users’ home directories

The study participants consisted of 15 volunteers collected
from inside our department consisting of graduate students
and faculty members. The survey lasted at most 20 minutes
and collected anywhere between 50 to 150 answers per user,
with the survey ending after either 20 minutes had passed
or 150 files had been classified. In total the survey collected
results for 1258 different filenames for an average of 84 files
per volunteer. The survey covered a combination of work
and personal home computing systems including laptops and
desktops and spanned across Linux (3 users), Windows (8
users), and MacOS (4 users) environments.

For the duration of the survey each user was repeatedly
asked to identify a random file selected from their personal
data directories. The user was first asked to identify the file
and respond whether the user (1) recognized the file, (2)
did not recognize it, or (3) did not recognize the file itself,
but did recognize the file’s parent directory. In addition the
user was asked to rate the importance of the data included
in the file on a scale of 1 to 10. Finally, the user was
asked to provide additional classifications of services desired
for each file (whether it should be backed up, encrypted,
always available, etc). The full results of the survey were then
uploaded to a MySQL database for offline analysis. To ensure
anonymity, both file and directory names were randomized by
hashing the name with a single salt value, generated randomly
at the start of the survey. This ensured that neither filenames
nor paths could be identified while retaining the hierarchical
structure of the file organization. The full set of results were
displayed to the participants at the end of the survey, at which
time they were given the option to either upload them to the
database or not.

A. Survey Results

The results of our survey are shown in Figures 1 and 2.
As can be seen in Figure 1 of all the files scanned as part of
the survey, very few (only 13%) were recognized directly by
the participants. Furthermore, almost exactly half of the files
were completely unrecognized, with the remainder (37%) only
being recognized based on their parent directory. These results
demonstrate the significant challenge faced by any system that
relies on users to explicitly manage their own data, since most
users are unable to even identify and recognize the majority of
data that belongs to them. It is important to note again that this
survey was conducted amongst graduate students and faculty
inside the Computer Science Department at the University of
Pittsburgh, so it is easily conceivable that a broader user base
would report results that would in fact be significantly worse.
One likely explanation for the degree of unfamiliarity with
data files is the preponderance of state and configuration files
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Fig. 2. The variability in importance of a random subset of files in users’
home directories

that are stored on behalf of applications invisibly to users.
An obvious example of this would be browser profiles that
include bookmarks and caches that are stored as files in special
application directories alongside other user data. While these
files are by design hidden from the user, it is important to note
that does not make them fully irrelevant nor does it mean that
those files can simply be binned into a single classification.
Rather it marks a disconnect between the data contents of a
file and the filename of the file. This disconnect is further seen
in the importance ratings each user assigned to particular files.

Figure 2 shows the results of the collected importance levels
for each file included in the survey. The files are grouped
by the recognizability classification assigned by the user.
Unsurprisingly, the unimportant files are dominated by those
that the users were completely unfamiliar with. Users would
be unlikely to care if they lost a file which they never even
knew existed. However, it should be noted that the importance
of recognized files does not exhibit any clustering. In fact the
number of recognized files with little to no importance (0)
is greater than the number of recognized files rated between
somewhat (7) to very (10) important. More surprisingly, of the
files that users rated as very important (10), a greater number
of them were in fact not recognized than were recognized.
This would seem to indicate that even though users had no
idea what data a file contained, they had some other implicit
cognition that it was important in some way.

The results of our user survey indicate several important
take away points. First, it is unworkable to require that users
take on the responsibility of directly managing their personal
data files, since users are completely unaware of the contents
of over half of their personal data collection. Nor can data
management services operate at only the user granularity
and treat the full collection of a user’s files as a uniformly
important set of data or even as a single high level unit.
Furthermore, there is an increasing trend for applications to

implicitly manage their own internal data on behalf of the
user, and even to hide the data itself from the user. This
severely limits the users’ control over the data storage system,
and prevents the storage system from optimizing the storage
resources based on the actual needs of the user instead of the
application. In order to optimize the usage of storage systems
and provide cost effective storage solutions for the user, the
organization of the storage system must be based on per-file
decisions, and reflect the relative importance that each file has
to the user.

III. ENABLING AUTOMATED DATA STORAGE

Based on our survey results we claim that future data and
file management systems must be capable of providing per file
management that is responsive to actual user requirements in
order to effectively utilize the proliferation of different stor-
age platforms and services (such as solid-state drives, phase
change memory, cloud storage services, and other emerging
technologies). We envision that future computing platforms
will need to provide a single unified storage management
service that is capable of managing a user’s personal data
collection autonomously based on inputs it collects either
explicitly or implicitly from the user. The goal of this system
would be to develop a user profile that can be queried in order
to dynamically optimize the organization of the underlying
storage systems and user data in such a way that the user
requirements are met in an optimal way, even if the user is
not explicitly aware of what their requirements are. Our vision
of such a system, which we call MyFS, is shown in Figure 3;
we describe it next.

A. MyFS

Our hypothetical MyFS system would require two central
components: a file profiler, which will determine importance
characteristics on a per-file basis, and a file system dispatcher,
which will manage the underlying storage systems and route
I/O requests amongst them based on input from the profiler.
The solid lines indicate data transfers between the different
components of the storage system, the routing of which is
controlled by the MyFS file system. The dashed lines indicate
high level inputs to the file profiler, which can include explicit
inputs set by the user, inferred values gathered from the user
interface, or actual I/O traces collected by the file system.
These inputs are then combined and used to generate an
importance value for each file that the user interacts with.
These importance values are fed back into the MyFS file
system (the dotted line) where they are used to determine how
each file is handled, which storage targets it is routed to, and
the degree of replication.

Our system model assumes a heterogeneous environment
that supports multiple storage systems with differing behav-
ioral semantics. We also assume that MyFS will operate on
single user devices such as desktops, laptops, and netbooks,
as well as emerging devices such as smartphones and tablets.
The MyFS model assumes the ability to separate files, file
systems and the underlying storage mediums from each other.
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Fig. 3. MyFS System Diagram. Block IO is managed by the MyFS layer that
determines storage location as well as replication based on per-file importance
information collected implicitly and explicitly from the user.

That is, particular file system features will be capable of
being dynamically selected based on the needs of a particular
file and used on a specific storage device. Features such as
journalling and logging can be enabled for particular files
based on the consistency requirements of that file alone. This
will allow different files to be accessed in a manner that is
most suited to the file’s contents and access patterns. For
instance, when MyFS detects a file with a high importance
value that is being heavily edited, it would be capable of
enabling logging behavior on the file in order to optimize
performance as well as maintain an update history to provide
on the fly versioning. MyFS will also be capable of directing
storage I/O to the appropriate hardware medium, based on the
hardware’s performance and reliability.

We also envision that MyFS will be capable of dynamically
generating and placing replicas to provide the appropriate level
of reliability for each particular file. MyFS would also need
to integrate with cloud based storage systems that provide
remote data services for storing and sharing a user’s files.
MyFS would treat these cloud services the same as local
storage devices and differentiate among them only by their
performance, availability, resiliency, cost models, and service
pricing structure. We envision that the predominant use of
these cloud services would be for replica storage, however
there is no inherent restriction that would prevent them from
being used as a primary storage medium.

Because the goal of our proposed system is to decouple
a user’s files from the devices/services those files are stored
on, it would need to be able to use each device/service in
multiple roles. MyFS should not mandate usage models for
each component added to the system. For instance, such
a system should not require transparent caching, wherein
local storage devices are used simply as local caches for
cloud based data. Instead, each device should be considered a
primary component of the system that can be used for multiple
purposes. While a local storage device could be used as a
transparent cache, it could also simultaneously be used as

the primary storage location for a newly created file that the
user is currently editing, or as replica storage for a file stored
on another local device. These details would be completely
hidden from the user, who would only be presented with a
global view of their personal file system that allows every file
to be accessed in the same way.

Fundamentally the MyFS system would expose a small set
of common operations that are in turn layered on top of under-
lying file system or cloud storage service interfaces. The focus
of our proposed system would be the automated placement
of files and data onto the appropriate resources that provide
underlying services. Because MyFS would not be responsible
for implementing the underlying storage architectures it would
only be required to perform high level operations to control
data movement: (a) copy to/from, (b) move to/from, and (c)
delete. MyFS would automatically monitor the collection of
storage resources and dynamically determine the files and
targets for data placement. We envision the system continu-
ously running in the background and adapting the data layout
and organization based on dynamic measurements collected
from both the storage resources themselves as well as from
the set of profiles maintained by MyFS. In other words, the
data management tasks of MyFS would be able to execute
synchronously in reaction to actual file operations executed
by the user or the user’s applications, while also executing
asynchronous operations, carried out in the background.

B. Research Challenges and First Steps

Past work has shown that it is entirely possible to design
systems that respond directly to measured or inferred values
of satisfaction, comfort, and irritation [16], [29], [10], [25],
[24]. In the past we have applied this technique to remote
display clients [21] and home broadband networks [25], [22].
In this same vein we posit that approaches similar to those
used to infer a user’s disposition can be used to measure
the importance of the user’s data. We envision incorporating
these and other measurement techniques in order to develop
both user and per-file profiles that can be used to generate
classifications for data that in turn drive data organization
decisions in the storage system. Fully realizing our envisioned
system poses a number of significant research challenges that
we now examine further.

Intelligent user profiling At the heart of our vision is the
capability to monitor user and system activity in order to
infer the relationship between users and their data. Building a
completely accurate profile would certainly be an impossible
task, so instead our system would be forced to rely on heuristic
approximations and inferences generated from incomplete
measurements. In order to converge as closely as possible to
an accurate profile representation our system would require
the implementation of an extensive monitoring framework
throughout the storage system as well as the user interface.
Although there has been a lot of work on user profiling with
regards to data access patterns, this has primarily been limited
to the mobile data management domain, with the ultimate
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goal of supporting prefetching and other techniques to make
data available anywhere, anytime [11], [17]. MyFS aims to
manage data across different storage options and considers
performance, reliability, availability, and cost as part of the
optimization challenge.

In general, measuring user satisfaction and irritation has
seen a significant amount of interest in both the systems and
HCI communities. We believe that such frameworks could
be extended and utilized in order to provide measurements
applicable to our proposed storage framework. In particular
many user monitoring systems gather data points by inten-
tionally configuring the system to begin irritating the user, to
detect an explicit user response in relation to a given system
configuration. Once irritation is detected the configuration
is quickly revoked, but not before a snapshot is taken and
catalogued as a data point in the configuration space. By con-
tinuously perturbing the system a user profile is dynamically
generated that allows the classification of states based on the
level of irritation they cause the user. From this the system
can infer both good and bad state configurations based on
past experience. We believe that such an approach could be
utilized to help classify data requirements in a similar manner.
For example file accesses could be artificially slowed down
while monitoring user behavior with the intent of detecting
which files cause the most discomfort in the user. These
measurements could be used to help classify files whose
availability is directly correlated to user satisfaction.

Explicit user feedback Although we primarily want MyFS
user profiling activities to be as transparent to the end user as
possible, there are cases where it is beneficial for the user to
provide explicit requirements for his/her files. An example is
that of photo files, which typically are not accessed frequently
(preventing implicit measurements of access behaviors), but
are usually very important to the user and need to be backed
up. The challenge here is two-fold: (a) how to identify the
cases where it is best for the system to ask the user explicitly,
and (b) how should the user specify these requirements for
his/her per-file storage needs, especially when multiple dimen-
sions are considered (performance vs reliability vs availability
vs cost). One suggestion is to consider a variant of Quality
Contracts [20], with step functions over the different dimen-
sions used to express user satisfaction at different levels of
service (over different dimensions of quality).

Efficient, holistic system profiling In addition to monitoring
users, new mechanisms for maintaining persistent file usage
measurements are needed in order to measure and classify
file usage behavior. These measurements would feed into
the central profile engine in order to provide per-file infor-
mation and match actual usage patterns to the higher level
user importance. This monitoring could further be used to
detect unimportant files or files that would otherwise not
require extensive storage features. Examples of such files
include temporary files that are created and deleted quickly,
application checkpoint files that maintain data persistence
across application crashes, and other auxiliary files such as

application caches or configuration settings that each place
different requirements on the underlying storage system. We
envision this file profile mechanism as collecting both file
access behaviors as well as additional metadata associated with
the files’ contents. This metadata would be associated with
each file and would be maintained at dynamic granularities
and persistence depending on file types and access behaviors.
Such metadata represents not only the access history of a given
file, but also such things as content hashes that can be used to
detect built in redundancy inside the files themselves. As an
example, such measurements would be useful to detect backup
files generated either explicitly by the user or automatically by
applications. The metadata described above would need to be
stored persistently in MyFS along with the actual user data.

SLA compliance and failure models One added benefit
of performing holistic system profiling is having detailed
information about the performance of the different storage
alternatives. Such information can be further utilized in two
ways: (a) if the storage provider is expected to adhere to
a specific Service Level Agreement (SLA), the collected
information can identify whether this is true or not, and warn
the user if not, and (b) historical and real-time performance
information for a particular storage option can be fitted against
appropriate failure models and used to detect whether a failure
is imminent (e.g., of a hard disk); MyFS in that case can take
proactive measures.

Signals identification (implicit user-profiles) The identifi-
cation of relevant signals from the breadth of measurements
that could be collected is another challenge that must be ad-
dressed by our proposed storage system. A significant research
problem exists in determining which measurement signals are
necessary and useful for delivery to the policy engine. That is
what behaviors and other observations are actually correlated
to the importance and relevance for a particular file as well
as the actual requirements needed from the storage system.
Initial steps in such an effort would have to focus on not only
developing new instrumentation methods and inputs, but also
assessing inputs and signals that already exist and are present
in modern system architectures.

Network effects One final possible research direction is the
exploitation of the effects of networking in order to better
utilize user feedback (implicit or explicit) and make user
profiling more efficient. In particular, we plan to consider
two types. First of all, the networking of different MyFS
installations — this would essentially allow for “collaboration”
among different users and utilize patterns that are common.
There is plethora of techniques to correlate profiles of one
user to those of the community (e.g., collaborative filtering
[28]), although we need to strike a balance between what
information from one user’s MyFS system is shareable with
other MyFS systems. Secondly, the networking of MyFS with
other user programs or interfaces. This would be facilitated
with the establishment of an API to describe preferences (that
the users have expressed or an application was able to detect)
and sharing of user profiles.
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IV. CONCLUSION

Personalized data management is quickly becoming an
impossible task for many modern users. As the amount of
personal data stored on local and remote computing plat-
forms continues to proliferate, system architectures and user
interfaces are failing to provide the capabilities necessary to
effectively manage these personal data collections. As our
study has shown, modern data computer systems often contain
a large amount of data which users are completely oblivious
too, even when that data is stored among their own personal
files. Our results indicate that users are unable to recognize
over half of the files stored in their home directories. While
data management solutions are being actively and aggressively
explored for enterprise, high performance, and other large
scale entities, per-user management capabilities are either lan-
guishing or being actively stripped down even further in newer
consumer environments. We have proposed a novel system
architecture to address this problem through the introduction of
an autonomic storage layer, that directly manages a user’s files
based on the inferred importance of each file to a particular
user. The proposed architecture opens up a host of interesting
research challenges which we plan to address in the future.
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