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Abstract— Wireless sensor networks are expected to be an storage, limited network bandwidth, poor inter-node com-
integral part of any pervasive computing environment. This munication, and limited power of the sensor nodes. Power
implies an ever-increasing need for efficient energy and resource conservation in particular is a major challenge because bat-

management of both the sensor nodes, as well as the overall . . h
sensor network, in order to meet the expected quality of data (€'Y technologies are advancing at a much slower pace than

and service requirements. There have been numerous studies that Sémiconductor technologies (for CPU/memory) and, as such,
have looked at the routing of data in sensor networks with the the power “divide” will remain a challenge for many years to
sole intention of reducing communication power consumption. come.

However, there has been comparatively little prior art in the area In wireless sensor networks, energy spent on communica-
of multi-criteria based routing that exploit both the semantics of .. . .

queries and the state of sensor nodes to improve network service tions typically supercedes all other power consumption F:os_ts,
longevity. In this paper, we look at routing in sensor networks such as CPU processing. In order to reduce communication
from this perspective and propose an adaptive multi-criteria  costs, many approaches towardnetwork processing have
routing protocol. Our algorithm offers automated reconfiguration  peen proposed. The main idea behind in-network processing
of the routing tree as demanded by variations in the nework 5 14 nerform computation in the network itself (i.e., within

state to meet application service requirements. Our experimental .~ .". . .
results show that our approach consistently outperforms, in terms  Individual sensor nodes), thus reducing the size of the data to

of Network Lifetime and Coverage, the leading semantic-based P€ sent higher up to other nodes in the network. This helps
routing algorithm which reconfigures the routing tree at fixed in reducing power consumption, since computation is much

periods. cheaper in terms of energy consumed than communication.
Index Terms— Sensor networks, pervasive environment, adap- 1he chief among the approaches ifiemetwork query process-
tive semantic routing, quality of service, multi-criteria ing (in-network aggregation) are TAG [17] and Cougar [36].

TiNA [28], [3] is a more recent approach that aims to balance
the reduction in energy with the loss of QoD by adhering to

I. INTRODUCTION - ) o
user-specified QoD requirements, and works on top of existing

The computing environment today is changing quickly Wiﬂi1n—network aggregation schemes such as TAG and Cougar.

the emergence of small sensor devices and sensor networl:gt[I in-network processing, communication among sensor

Such wireless sensor networks are expected to be an integral o< is structured as a (routirigge with a base station as

part of any pervasive computmg enV|r.onmeTnt, since t_hei'}F root. As in-network query processing gains popularity and
allow an unprecedented level of interaction with the physic knsor networks and applications increase in complexity, it

environment. Such sensor-pased PErvasive Services wil comes imperative that the creation of the routing tree itself
be SUbJe(.:t o the same requirements for quality of data (Qo based on the semantics of the query in addition to standard
and quality of service (QoS) that we expect of web SENVICiTiteria that are already being used (like minimizing the

today. : - . d#'stance among sensor nodes). This brings the need to develop
There are several problems in providing such qualities

ice in th . . ts. Most bl gdaptive routing protocols that consideltiple criteria, as
SErvice In these new pervasive environments. Viost probie posed to the single-criteria approaches in use today. Such
arise from the inherent limitations of sensor nodes: limite

riteria should consider the semantics of the query, as well
This paper is an extended version of “Multi-criteria routing in pervasivedS of the node characteristics such as energy remaining at

environment with sensors” which appeared in freceedings of the IEEE  the sensor nodes and the power consumption model of the

International Conference on Pervasive Services (ICPS 2005), July 2005 [24]. .

The last author worked on the project while a student in the ComputerScien%gnsor nodes. There have been numerous studies that have

Department at the University of Pittsburgh. looked at the routing of data in sensor networks with the

Downloaded from http://www.emerald.com/ijpcc/article-pdf/1/4/313/1095035/17427370580000134.pdf by University of Pittsburgh user on 12 November 2025



314 J. PERVASIVE COMPUT. & COMM., VOL. 1 NO. 4, DECEMBER 2008 TROUBADOR PUBLISHING LTD

sole intention of reducing communication power or energy « Demonstrated performance benefits in light of multiple

consumed. However there has been comparatively less prior and varied evaluation metrics, each reflecting significantly

work in the area of semantic routing and multi criteria-based different user and application requirements.

routing algorithms that consider other performance goals. Ine Distinct performance benefits gained from both the dy-

this paper, we explore such adaptive algorithms. namic nature of the route updates as well as the informed
Specifically, the problem we are looking at is as follows. In dynamic re-evaluation of the routing tree.

the process of creating a routing tree in a sensor network,. The inclusion of a mechanism for dynamic route updates

always using the lowest energy path may not be optimal that can automatically trigger the rebuilding of routing

from the point of view of network lifetime and long-term trees based on a combination of local information and a

connectivity. Other criteria also need to be considered such as global goal for the increase of useful network lifetime.

the semantics of in-network processing and energy remainingthe rest of the paper is structured as follows. We discuss

at nodes when constructing routing trees. background and related work in the next section, and go on
The contributions of this paper include the introductiomof o discuss the multi-criteria routing protocol in Section III.

semantic and multi-criteria based routing protocol, which has  Then we discuss experimental setup and results in Sections IV

shown significant performance improvement over the state §fd v, and conclude with directions for future work in
the art. Also, this scheme is inherently self-optimizing. W&ection ViI.

demonstrate these performance improvements by considering
three main evaluation areas in this paper: Il. BACKGROUND AND RELATED WORK
1) Network Lifetime goals — Requiring a particular Network While the simplest forms of routing depend solely on

Lifetime _(e.g., 50%) involves definingarunr)ing ne_twor he passing of messages to neighbors that hear them, the
e e et fiknt g schemes can be clssied as cihr
formance of different neiwork managem,ent algorithmseiqs'eram.h |ca_J or data-centric. Before we mtroducg our approach
evaluated based on how much effective running time C;o routing in sensor networks, we will briefly discuss prior art,

) . While touching upon the techniques from ad-hoc and mobile
be realized before the total number of available nodes

drops below this required Network Lifetime value. routing as well as quality assurance efforts.

S The simplest way to route data is to completely avoid the ef-
2) Coverage goals — Coverage goals are similar to Networ%g .
odrt of constructing a route, and to pass the data along through

Lifetime, except that the percentage of nodes needﬁ . 7 : . :
. . . ooding or gossiping [21]. This relies on a maximum number
to be alive must satisfy some property. This can el . . .
: . . message hops to guarantee receipt by all nodes. While this
ther be a requirement that alive nodes are available AN o -
. . I adequate for distributing the data, it is not efficient, and so,
across the entire physical range covered by the netwo : L |
7 : Fet:hnlques for establishing routes were developed that either
that there be a minimum number of nodes available : ) " . ; .
: - . used the locations and identities of nodes (hierarchical routing)
in a specific region of the network, or that there bée . .
7 o or knowledge of data (data-centric routing).
a minimum percentage of a specific subset of nodes
throughout the network alive. We refer to these three . ]
requirements adletwork Coverage, Regional Coverage A Hierarchical Routing
and theSurvivability of Critical nodes respectively, and  Hierarchical routing schemes actively maintain and use
define them further in Section V. These metrics represegipological information in constructing routes. The main idea
examples of lifetime requirements that may be imposdsthind hierarchical routing is efficient energy consumption of
by applications that attach an increased importance ¢ensor nodes by involving them in multi-hop communication
particular nodes within the network. within a particular cluster and performing data aggregation
3) The Impact of Adaptation — The final area of evaluation and fusion in order to decrease the number of transmitted
for our algorithm focuses on the effects of dynamitessages to the sink (or destination node). Low-Energy Adap-
route update. A strength of our multi-criteria routingtive Clustering Hierarchy (LEACH) [10] was one of the first
algorithm lies in its ability to automatically adjust the hierarchical routing algorithms for sensor networks. Other
network in response to changes in the network status. atgorithms include Threshold-sensitive Energy Efficient sensor
fairly evaluate our algorithm, we conduct experiments tbletwork protocol (TEEN) [19], Adaptive Threshold sensitive
isolate the impact of adaptation on its performance. Energy Efficient sensor Network protocol (APTEEN) [20],
While different applications may have different definitions ofechniques that use the router nodes to keep all the sensors
the useful lifetime of a network, it is important to note theconnected by forming a dominating set [32], and algorithms
general effect that lifetime has on the quality of data. Thieased on a three-tier architecture ([37], [38]).
overall longevity of a sensor network and its nodes has a directLocation awareness was utilized in many routing pro-
impact on the quality of data that it can provide, with greateiocols originally intended for ad-hoc and mobile applica-
longevity and larger numbers of available nodes corresponditigns, but are amenable to sensor networks. Examples in-

to greater opportunities to provide more timely and accuratdude GAF [35], Geographic and Energy Aware Routing

data. (GEAR) [39], Minimum Energy Communication Network
In summary, the salient features of our proposed mulfMECN) protocol [22], Small Minimum Energy Communica-
criteria routing protocol (MCR) include: tion Network (SMECN) [15], and other protocols that actively
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attempted to improve the overall network lifetime of an ad-hothe ACQUIRE protocol provides efficient querying via an
network ([18], [27], [34]). adjustable range of neighborhood nodes.

The Quiality of Service in terms of timing has also been con-
sidered in the context of hierarchical routing [1]. Examples qf - congtruction of Routing Trees
such protocols are Sequential Assignment Routing (SAR) ([2],
[31]) and the Stateless Protocol for Real-Time Communicatiog
in Sensor Networks (SPEED) [8].

There are several ways in which the routing tree can be built.
ne relatively simple way is to try to create the tree in such

a way that the distance between any two nodes is minimized.
This can be done in a greedy manner [12] by having the first
B. Data Centric Routing node that it hears from be chosen as the parent. The intuition

Many data-centric routing protocols achieve energy effehind this choice is the assumption that if a node is heard
ciency and overhead advantages by avoiding the needfr first, it was most likely the closest to the child. This

maintain topological information. Examples of data-centrifrotocol is calledrirst-Heard-From (FHF) ([3], [29]) alllnd is o
routing include the early Sensor Protocol for Information vi&'S€d in both TAG and COUGAR. This method as well as other

Negotiation (SPIN) [9], and the later Directed Diffusion ([13],similar methods that consider only the network characteristics,

[6]), and its numerous variants. SPIN used high-level metguch as link Iow—Ios§ rate, _faiI to consider the semantics of the
data to allow advertising and on-demand retrieval of data. F€rY OF the properties/attributes of the sensor nodes and hence
Directed Diffusion, the main idea is to query the sensors {0t take any opportunities for energy savings.

an on-demand manner, while the data has been maintained, &' Group-Aware Network Configuration (GaNC) algo-
attribute-value pairs to effectively name the data. This allow&hm ([3], [29]) works similar to FHF algorithm: Starting
nodes to express and maintain lists of attribute-value paff9M the root node, nodes transmit the new query. Child
that represent interests, as well as reply links to neighbd?@des select the first node they hear from as their parent and
based on the interests they expressed. These reply-links Gp8tinue the process by further propagating the new query to
known as gradients. As such, the nodes in Directed Diffusiéti N€ighboring nodes. The process terminates when all nodes
have the ability to do in-network data aggregation, whicR2ve been connected via the routing tree. The main differing
is modeled as a minimum Steiner tree problem [14]. Oth8PINt is that in GaNC a child can switch to a better parent
algorithms include Constrained Anisotropic Diffusion RoutingNile the tree is still being built, unlike in the case of the
(CADR) [5], as well as the suggestion of employing multipl HF algorithm. This switch is based on a set of fixed order tie-

pre-planned paths to facilitate the choice of alternate pathgeaker conditions that go beyond the network characteristics

without incurring the cost of searching for new routes [7], Ru@nd introduce the semantics of aggregation. A variant of GaNC

mor routing [4], Gradient-Based Routing [25] and informationiS GaNCi (3], [29]) in which a child node could also consider

directed routing [16]. nodes from the same level as possible parents during the
TAG [17] and COUGAR [36] are data-centric routingP"®c€SS of parent selection. GaNC and its variant have been

protocols that view the network as a huge distributed databagéper!mentally showp th_at are the _best performlng. algorithms
The main idea in TAG and COUGAR is to use declarativih the|r.class of multi-criteria algorithms that consider query
queries in order to abstract query processing from the netwotkmantics. , . .
layer functions and utilize in-network data aggregation to In_thg n.ext se_ct|on, we will pre_sent a new data-centric,
save energy. This abstraction is supported through a néwltl-crlterla routing algorithm, v.vh_lch,.3|mllarly to GaNC,.
query layer between the network and application layers. Agperates as a Iaye_r on tOP of existing m-netvyork aggreggtlon
architecture for the sensor database system where sensor nga@gmes and which, u_nllk_e GaNC, Qynamlcally considers
select a leader node to perform aggregation and transmit fHeery and node semantics in a goal-driven manner.
data to the gateway (sink) was proposed. Thus, both of TAG
and COUGAR provide network layer-independent solutions  !!l. THE MULTI-CRITERIA ROUTING PROTOCOL
for querying the sensors and are among the most populaie now describe our algorithm for multi-criteria routing
data-centric protocols to date. The key difference betweé@dCR). MCR is a data-centric routing algorithm in which data
TAG and COUGAR is the synchronization method (i.e., this propagated from various locations to a central sink of data,
synchronization of message receipt and transmission) betwélea base station, which becomes the root of the routing tree.
nodes on a single path to the root of the tree. In TAGAs with the First Heard From (FHF) and GaNC algorithms
synchronization is achieved using the idea of communicati@iscussed above, the routing tree is created along with the
slots, whereas in COUGAR it is achieved by having a nodsopagation of the query, through the selection of a parent
wait until it hears from all its children. In both these schemesode for each individual node. The base station propagates
simultaneous transmission among different nodes that interfehe query down the network.
with each other and waste energy can be avoided by exploringlraditionally, signal strength is the main factor considered
a collision-aware query scheduler ([40], [30]). Further, suchwehen constructing the routing tree, where a sensor node would
scheduler improves the timeliness and quality of data. select its parent based on the best link strength. Our multi-
Another data-centric routing protocol is ACtive QUerycriteria routing algorithm provides a mechanism for route
forwarding In sensoR nEtworks (ACQUIRE) [23], which isconstruction which considers the best choice of parent node
designed for complex queries consisting of several sub queribased on the evaluation of the merits of neighboring nodes
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Fig. 1. Overview of the system.
Performance
Evaluation Tree Construction

according to an automatically varying mix of criteria. This mix
of criteria is varied dynamically by the root node in response
to changes in the network state, always with the objecti\'/:ég' 2.
of satisfying an application-defined goal in the best possible
way given the current network state. Example of such goatach node receiving theuild request, the following steps are
can include a desire to maintain a certain percentage of nodsisen:

alive, or a certain distribution of nodes, as per-node energy is
depleted.

Figure 1 presents the overall view of our MCR algorithm.
MCR accepts the user or application-specified goals as an in-
put to the system, and responds to changes in the network state
by triggering a rebuilding of the routing tree. Our algorithm
can consider arbitrary criteria®;, but for the purpose of this )
paper we have specifically focused on only three. The three
criteria that are considered in our current algorithm are the
following sensor-node properties:

Separation of the user specification and per node algorithm.

1) Upon initial receipt of thebuild request, a sensor node

i sets its level valueL(i) to L(sender) + 1. It also
records the parent value (ld) of the sender node, and
its group ID. It then sends the tree build request to all
its neighbors, after modifying it to reflect the new level,
and itself as the sender.

A node will likely receive multiplébuild requests (from

each of its neighbors), and upon subsequent receipts a
node may decide to switch to a “better” parent. The
definition of a better parent is determined by a weighted

1) theenergy remaining at the sensor node, combination of the node properties, which is described
2) thepower consumption model (which specifically refers in more detail below.

to the estimated rat.e of energy consumption at the node),3) Steps 1 and 2 are repeated until all nodes have propa-
3) thegroup membership of each node. gated thebuild request message.

The algorithm requires a general awareness of the statt?: . . .
. . oo or selecting a node’'s parent we considpower con-

of the network, which can be achieved through periodic or " . . L
opportunistic communication with the base station, but thseumptlon. model per node (in Watts),energy remaining at
' nodes (in Joules) and thgroup membership information.

actual construction and modification of the routing tree The first two criteria are reasonably intuitive, for increased

Eezcr)\[jrﬁfsd:er}gahgﬁrsmde basis (Fig. 2), locally amongsta norc1jt=(zatwork lifetimes it is better to make use of nodes with more
X .

remaining energy, or nodes that appear to be using energy at
a lower rate. For example, a node may have fewer sensors,
A. Criteria-Based Route Construction or may be awoken from a low-power state infrequently due
Our network configuration mechanism considers the semaa-environmental conditions (e.g., by motion sensors), thereby
tics of the query and the properties of the individual sensorequiring less power.
when dynamically building or rebuilding the routing tree. The The significance and usage of the third critergpup
initial construction of the routing tree starts with a tdag#ld  membership, requires clarification. Specifically, it is favorable
request initiated by the root node, and propagated to the set &r nodes that will perform in-network aggregation of their
neighboring nodes. This message contains an identifier for ttiata to fall along a common path in the routing tree, i.e., share
sender, the query specification, and a value representing ¢hearent-child relationship. In-network aggregation depends
current level in the tree being constructédsender). Since on the query attributes and the aggregation function. The list
the base station is the root node of the trie@gpot) = 0. For of attributes in the group-by clause divides the query result
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the evaluation criteria. The first list consists of the neighboring
sensor nodes ranked according to their power consumption
models (in Watts). The second list consists of the neighbor-
ing nodes ranked according to the energy remaining at the
nodes. The third list consists of the neighborhood range nodes
partially ranked as per the group membership information.
(a) group un-aware (b) group-aware This means that nodes in the same group are guaranteed to
be nearer to the head of the list than nodes from other groups.
The nodes transfer this information in message headers that are
transmitted back and forth between nodes and their neighbors.
into a set of groups. The number of groups is equal to tigy maintaining ordering information for each of the lists, it
number of combinations of distinct values of the attribute lishecomes possible to efficiently select the most desirable node
Attributes may be static (e.g., a floor location), dynamic basédsed on a weighted sum, without being forced to evaluate all
on sensor readings (e.g., levels of light), or dynamic based oedes in all lists.
other stored values at the node (e.g., color). Hence, reading¥he energy remaining at each node decreases throughout the
from two different sensors are aggregated only if they are péifetime of the network, from initial deployment and route tree
of the same group. Since aggregation essentially combiramstruction, till enough of the right nodes have failed that the
all readings of a particular group into one, a tree in whichetwork is no longer useful (i.e., dead). The initiation of tree
all members of a group are in the same path incurs smalt@mstruction and the construction of an initial routing tree are
message sizes, and is therefore better in terms of overall endagically illustrated in Fig. 4. While the base station (the root
consumed. Further, it requires less space to store the aggregatie) is given goal parameters, and thereby an initial global
values at each sensor node. Hence, this criterion is also suitatégghting of the three criterieCi, i = 1,2,3, the individual
for space efficiency. To make use of this property, we considawdes, ny, namely, A, B, C, D, E, and F, maintain their
group membership when identifying “better” parent nodes, asvn lists Ly(i) of their neighboring nodes, indicating their
they are the neighbors that are members of the same groupedative merit according to each criteri@, Cp, or C3. The
the individual sensor node ([28], [29]). construction of the routing tree is initiated by the root node,
To better illustrate the basic motivation of considering groughich conveys initial weightings of the criteria, and which
membership, we use the simple example shown in Fig. 3. dgathers a global view of the state of the sensor network through
this figure, node<, 4, and 6 (the shaded ones) belong topiggy-backed node status information. The selection of an
one group, whereas nodés3, 5, and7 belong to a different individual node’s parent is performed by the node, and the
group. Let us assume that under the standard FHF netwsrlection is dependent on the criteria weightings and the values
configuration (Fig. 3a), nodet and5 pick 2 as their parent, of these criteria for the neighboring nodes. For example,
whereas node8 and?7 pick 3 as their parent. Using in-network keeps its lists of neighbor nodes and chooses root as its parent
aggregation, the message sizes from ndasd3 to the root according to weighted sums of three crite@g Cp, andCs.
of the network will both be2 (i.e., contain partial aggregatesSimilarly, C also keeps its lists and choosgsas its parent. It
from two groups). On the other hand, if we cluster along this important to note that this per-node selection is dependent
same path nodes that belong to the same group (Fig. 3b) are state information that is purely local to each node and its
reduce the size of messages from nodemd3 in half: each immediate neighbors.
message will only contain the partial aggregate from a single
group. c
The weighting of these three criteria is dependent on thé
initial goals offered to the system, and is updated dynamically Initially we define a set of goals that need to be satisfied.
by individual nodes based on global changes to the goals Bhis is drawn from a pre-determined set of goals that the
local changes in the properties of a nodes neighbors. application might want to fulfill. For instance one possible
goal is based on the number of nodes alive such as Network
, o Lifetime of 50%.

B. Neighborhoods and Criteria Lists Our terminology and approach for the problem is as fol-
Our algorithm uses neighborhoods of nodes, and lodalws. The “criteria lists” are the per-criteria ranked lists of
per-node lists of such neighboring nodes. The concept ¢ighboring nodes; and the corresponding set of weights (for
neighborhoods is similar to the use of a neighborhood of nodeach criterion) are a representation of the suitability of the
(up tod hops away) in ACQUIRE [23], while the maintenanceecommendations with regards to the desired goal (i.e., the

of a local list of nodes is similar to piggy-backing approachesurrent local weighting of each criterion). The ranking of
suggested for reliable multi-hop routing [33]. Local to eacimeighbors that a node finally uses to select its parent is based
node, lists of neighboring nodes status are maintained. Thesea weighted combination of the orderings offered by these
lists each represent a priority list based on one of the thréf@ee criteria lists.

evaluation criteria we use for selecting a parent node during“Weights” are per-node numeric values assigned to indi-
tree construction, effectively offering three independent rankidual criteria lists from a central pool, thereby offering a
ings of the neighboring nodes’ desirability based on each ofechanism to assign relative weighting of the criteria based

Fig. 3. Benefits of group-aware network configuration.

Dynamically Updating Routing Trees
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Fig. 4. Constructed routing tree.

on a local node’s perception of the criteria’s merit. The relatiiease station has global information of alive and dead nodes.
merit of each of our three node criteria is based on hoWhenever a node transmits its reading, it has the opportunity
well the individual criterion is seen as contributing to theo piggyback such information in the header of the message.
desired system goal. For example, if the power consumptitbm this manner, such knowledge can be periodically or op-
of a node increases, while its remaining energy is lowereggrtunistically acquired for all nodes by the base station. This
this node likely becomes a less desirable parent node for g®bal information is necessary for MCR to improve optimally,
neighbors, as it may now be preferable for the overall lifetimigut is not necessary to maintain current performance.
of the system to conserve its energy. We therefore define theryg triggering condition is a system parameter that defines
distribution of weights depending on the current node statuUgnen a reconstruction of the routing tree is to commence.
and desired goals. In other words, weights for the individug)pjike prior algorithms, this can be purely driven by the
lists are in effe(;t specifyingthe mix pf criteria that best achievgaie of the system, and requires no intervention or central
the goal. This is in contrast to static schemes such as GaNGno| heyond the specification of this trigger condition. Such
in which the order, and hence the significance, of criteria (i-¢ongitions could include a certain reduction in the number of
the tie-breaker conditions) is fixed. living nodes, a rate of reduction in available nodes, a variation
Initially the weights are distributed among all nodes. Thig, e distribution of available nodes, or any combination
initial distribution of weights is specified in the build requestnareof. Node availability can also be refined to consider
message that is transmitted from the root to all nodes. OWriations in local energy levels and capabilities. With the
multi-criteria routing algorithm decides the parent for eacQetection of such a trigger condition, or any failure to meet the
node with a weighted average of the criteria list rankinggesired system goals, the root node can initiate a rebuild of the
Depending on the observed outcome (e.g., an observed trgfhing tree, which again is based solely on the consideration
towards failing the goals) the base station may choose @ {he relative merits of an individual node’s neighbors. But
update weights among criteria globally. We now go on g, this instance, the selection has automatically been affected
describe the general mechanism of weight updates. globally through the simple inclusion of these new weights in
the build request issued by the root node.

D. Proportional Weight Updates Illustrative Example: Let us illustrate the operation of this
The redistribution of weights is done globally. In othemproportional update of credits scheme with a high-level exam-
words, we check periodically if the goal is satisfied. If ale. Initially, the base station notifies all nodes of the current
certain goal is not satisfied, then the weights are redistributgdals and their relative weight&f, W, Wy. These weights
proportionately and the network is reconfigured. That isepresent the relative importance of remaining energy, rate of
with every reconfiguration, the weights are then sent out tonsumption (power), and a common group. If a trigger condi-
the build request message. We have assumed here that ttien is detected, and the base station is notified, then a revision
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Fig. 5. lllustrative stages for a route update in response to a trigger condition.

of these weights may be required. For example, if a significafbe trigger condition results in a new build request being
percentage of nodes have died (energy depleted), then ibmied by the base station, but it should again be noted
importance of theenergy remaining, and power criteria are that only the neighboring nodes need per-node energy-level
increased relative to the commamnoup participation criteria. and power information (Fig. 5(d)). During reconstruction,
The scale of the update is proportional to the differendadividual nodes pick their preferred parent node, and while
between the numbers of dead and living nodes. We note heras not initially the preferred parent &, it is now selected
that we have considered the two criteria of energy remaifFig. 5(e)) due to the reduced energy levels and high power
ing and power consumption since they exclusively favor theonsumption oB, and the subsequently increased importance
reduction of power consumption and the increased longevity energy levels over group membership when evaluating peers
of sensor nodes as opposed to group membership, for whithe new weights broadcast by the base station).
energy conservation is a secondary effect (reducing memoryTable | offers an overview of the the additional data
requirements is the primary implication of this criterion).  exchanged in MCR, as compared to GaNC. It specifically
Figure 5 illustrates the stages that may be involved fdPcuses on the additional data that needs to be exchanged
a specific route update scenario. Initially a route tree REtween nodes, and in some cases the root node, to enable
constructed in response to a build request from the base stafidp @/gorithm. We should also note here that, while MCR is
(Fig. 5(a)). In this example particular attention should be paféfféctive as an adaptive route update scheme, an ideal dynamic
to nodeB, which has been heavily favored by nodesand ISt update scheme is the subject of continued investigation.
D due its sharing a common group. But as can be sgen,In the next section, we describe our data collection and
now lies in the path of a large number of nodes, and wiffxPerimentation.
likely be active frequently, thereby consuming more energy
at a higher rate than most other nodes. In the process of IV. EXPERIMENTAL DESIGN
regular communication, the reduction &'s energy levels  We evaluate our proposed algorithm, MCR, using simula-
are communicated (Fig. 5(b)), eventually leading to a triggéion and compare it to GaNC. We simulated sensor networks
condition (for clarity we can assume that the trigger for thithat were arranged in the form of a grid, with grid sizes ranging
illustration is an large change in energy level at any noddgyom 15x 15 sensors to 5@ 50 sensors. We assume a grid
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TABLE | TABLE I
DATA EXCHANGED THAT IS SPECIFIC TOMULTI-CRITERIA PARAMETERS IN THE EXPERIMENT
ROUTING(MCR)

— Parameter Value
Data Description —
Build Request: Sender ldentifier, Query Specification, Cpr- (E;”d ?:ﬁem Duration 151;%5%;&35;i2n5§{m5?;?c?n
rent Level, Criteria Weights Xperime uratio Network.Lifetime d
Local Status Energy remaining and estimated power cpn- Performance Metrics Network Coverage

sumption rate for the local node. This in-
formation is periodically passed to the root
node.
Neighbor Status  Group membership, live status, and energy
remaining for neighboring nodes. This infor-
mation is maintained locally by each node
for its neighbors. Only timeout or death af
neighbors needs to be forwarded to the root
node, but this is not specific to MCR.

Regional Coverage
Survivability of Critical nodes
Network Lifetime 40% to 70%
Termination Condition Network Coverage 40% to 70%
(minimum system goals) Regional Coverage 40% to 70%
Survivability of 40% to 70% Critical nodes
Functions SUM, AVERAGE, and MAX
Initial Per-Node Energy 250 Joules
Energy Consumption Rate 1, 2, ... 4 randomly
Group Numbers 1, 2, ... 100 randomly
Initial Weight Distribution 30 to 25000 randomly

of sensors in which the range of transmission is restricted to
a single hop. This is in keeping with the basic assumption of
various other in-network aggregation schemes. gional Coverage, and Survivability of Critical nodes.

We also assume that we can piggyback control informationFor evaluating the trigger condition in our simulations,
along with the regular data transmission by taking advantagee evaluated the status of the network every 10 minutes. If
of unused space within packets of fixed sizes, that are mosore than 5% of nodes have died since the last evaluation
often bigger than the actual data to be transmitted. For operiod, the root node will update the weights of the three
experiments, we focused on the standard SQL aggregatigiteria. Specifically, the weighting of thenergy remaining,
functions SUM, AVERAGE, and MAX. We did not include theandpower criteria are increased relative to themmon group
MIN function, which is similar to MAX, nor did we include participation criteria. The scale of the update is proportional to
COUNT, which is similar to SUM. the difference between the numbers of dead and living nodes.

We performed extensive experiments, in which we measur&te specific updates applied to the weights are as follows:
theﬂlongewty. of tk_le overaII. sensor network, as well as its We — W (1+dead/all)
ability to survive with a specified degree of physical coverage,
in the face of node failures due to eventual energy depletion at W = W - (1+dead/all)
such nodes. We have also conducted experiments to evaluate Wy = Wy (1—dead/all)
the impact of adaptivity on network lifetime. Specifically, we ) .
aimed to isolate the impact of our proposed adaptive criteria-S We discussed above, tieaergy remaining, and power

weighting scheme upon network longevity, as opposed to striciteria are selected for increase since they Iexc_luswefly favor
periodic adaptation. the reduction of power consumption and selection of nodes

The simulator was written using C++ and CSim[26]. ThgvIth greater potential running times.
energy remaining at each node is measured in Joules; for
simulation purposes we define a maximum energy value equiv- V- METRICS AND EXPERIMENTAL RESULTS
alent to the energy of a typical battery cell. We assume thatwe evaluate performance in terms of four performance
each node fails when it exhausts its energy reserves. Ovemetrics: Network Lifetime, Network Coverage, Regional Cov-
period of time, as the node transmits data and performs variastage and the Survivability of Critical nodes. Network Lifetime
computations, we reduce this value appropriately for thgnd Network Coverage deal with the time during which a
various operations and when the minimum value is reachgsbrcentage of nodes can remain alive, whereas Survivability of
we mark the node as dead. We model the power consumpt®iitical nodes focuses on the need to maximize the run time

of each sensor node drawn randomly from a distribution ang critical nodes. Table V summaries the parameters of our
assume a rate of decay for all the sensor nodes. experiments.

Group information is modeled as participation based on, Network Lifetimeis defined as the amount of time during
a group identifier. The group identifier can consider static \yhich no less than a certain percentage of nodes remains
properties (e.g., grouping all nodes in the same floor together) gjive.

or dynamic properties (e.g., grouping together all nodes with, Regional Coverage is similar, but is defined in our ex-

a light intensity reading above a certain threshold). periments for only a subset of the nodes, specifically the
Weights at each node are modified in a distributed fashion. first 100 nodes. In this manner, Regional Coverage gives
Initially, the base station notifies all nodes of the current an indication of how long a network can remain func-

goals and their relative weight&f, W, Wy. These weights tional while maintaining a percentage of all nodes active

represent the relative importance of remaining energy, rate of (effectively localized to a specific region of interest).
consumption (power), and a common group. We simulated. Network Coverage is similar to Regional Coverage, but
different goals of Network Lifetime, Network Coverage, Re- s defined with the stricter requirement that no sub-grid,
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Fig. 6. Comparison of Network Lifetime for varied grid sizes.

across the range of all nodes, suffers a loss of more thimom all parts of the sensor network (i.e., when we want to
a certain percentage of its nodes. This metric measufesce a certain percentage of lifetime, recursively over certain-
a network’s ability to survive with a balanced number o§ize sub-grids, instead of a global percentage of lifetime) For
nodes across the entire network, i.e., without depletiddoth Section V-A and Section V-B we compare MCR to a
occurring in any localized subset of all nodes. static GaNC tree, allowing MCR to automatically reconstruct
« Survivability of Critical Nodes is defined as the percent-the routing tree in response to changes in the total number of
age ofcritical nodes alive, where critical nodes are thavailable nodes. GaNC is kept static as it does not provide a
segment of nodes that need to be preserved the mossimilar automated mechanism for deciding when to reconstruct
terms of importance. the routing tree. Despite this inherent inability of the GaNC

scheme (which is common among almost all reconstruction

In gur e;(.perlment, we se gf$t|me goali ra};\g!ng from _400/§chemes), to offer a fair comparison, we also compare both
to 70%. This range was used for Network Lifetime, Region Igorithms with fixed reconfiguration periods in Section V-

Coverage, Network Coverage, and the Survivability of Criticgh ™|, this manner, we effectively disable MCR's ability to

nodes. The range was chosen to reflect realistic values tEﬁfomatically trigger reconstruction, and thus level the playing

could be used when deploying a wireless sensor network. field for GaNC, since both algorithms will then adapt their
We present results for Network Lifetime in Section V-Atrees at the same frequency_

and demonstrate how MCR performs in comparison to GaNC

when considering a goal of keeping a certain percentage of allln our experiments the multi-criteria routing protocol was
sensor nodes alive. In Section V-B we compare the algorithngtiown to outperform the Group aware Network Configuration
performance when we are interested in having representat{@aNC) [3] algorithm in all the measured metrics. This
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was true when MCR was allowed to automatically initiate
route tree reconfigurations, as well as when this ability was 1o
artificially impeded by forcing fixed-interval tree rebuilds for
MCR.

A. Network Lifetime Goals

Figure 6 presents the results from comparing the MCR and
GaNC protocols on the basis of a desired Network Lifetime 2
goal. In these figures, the x-axis is the grid size (which varies

Time (in months)
[+:]

(=]

from 15x 15 sensors to 50 50 sensors). The y-axis is the time ' 40% _ 70%
at which the network dies, measured in months, assuming a Network Coverage
full battery for all sensors initially. We present experiments CIMCR @ GaNC

with Network Lifetimes ranging from 40% to 70%.

As mentioned above, in all our experiments, the redistrirg. 7. Longevity for different Network Coverage goals (for ax155 grid).
bution algorithm executes periodically every 10 minutes and
checks for a reduction in the number of available nodes in In the set of experiments presented in Fig. 7, we compare

excess of 5%. All results are in time measured in terrrmcR to GaNC and focus on network coverage for ax1Es
of months. As with prior art, we have simulated the value rid, where the sub-grid was defined to be 5. We explored

used for transmission consumption as a percentage of different network coverage goals for each sub-grid: 40%
total energy of each sensor node [11]. The energy values I 70%. Clearly, we expect the 70% case to be more

maintained per node and updated (locally to each node) Wity anding” and thus the sensor network will fail this goal
every transmission that the node performs. In this mannﬁ:&mer (than the 40% case).
our simulation takes into account the energy overheads of t €n Fig. 7, MCR can be seen to offer network lifetimes over

routing tree construction. All experiments were run mumpl?hree times longer than with GaNC alone, consistently, across

t|rr|1e§ tol ehmfmate ra]my s’;gﬂsncal he rroLs. lti-criteri i network goal levels. Although both algorithms result in shorter
F IS clear rom.t ese figures t a_tt € mu t"cm.e“a rOUling, etwork lifetimes when we have higher coverage requirements,
policy fares consistently better. This can be attributed to t Bis interesting to point out that MCR is performing much

fact that the nodes’ parents are redistriputed, thus preventiggtter than GaNC, to the level that the lifetime of the sensor
any single node from over-utilization of its energy. network under MCR with a 70% network coverage goal (third

¢From the results in this set of experiments, we see that Wa?r in Fig. 7), is almost 60% better than that of GaNC with a
multi-criteria routing policy outperforms the GaNC scheme4o% coverag,e goal (second bar in Fig. 7)

offering continually prolonged network activity. This behavior If we consider the requirement that only a fixed subgroup

Is consistent across different grid sizes and also for dn‘fereg}t nodes maintain the lifetime goal, then our metric of choice

- o 0 i .
network lifetime goals (40% to 70%). From this point on, Wes Regional Coverage. Figure 8 presents the results from

will only report results for the two extreme goal percentage omparing MCR and GaNC for varying grid sizes on the basis
5542:? ;(npde;g?)’ since the behavior of the in-between poin i Regional Coverage. In these figures, the x-axis is grid size
' (which ranges from 15 15 sensors to 50 50 sensors). The y-
axis is the time at which the network dies, measured in months.
B. Network Coverage Goals We consider Regional Coverage goals of 40% to 70%. Clearly,
While it is straightforward to consider a network as effecMCR outperforms GaNC across the board.
tively alive as long as a certain percentage of all its nodeslIn Fig. 9, we compare the Survivability of Critical nodes for
remain alive, it is often the case that some nodes are malifferent Network Lifetime Goals. In this set of experiments,
valuable than others. For example, nodes that are physicallg define a set of critical nodes (not simply a contiguous
located at one border of a grid may be acting as a linkegion) and measure the lifetime of those nodes as the Sur-
to base stations, while remote nodes are difficult to accegsability of Critical nodes in the network. Specifically, we
(e.g., in a forest). On the other hand, it may be the cadefine a fixed random selection of nodes as critical nodes in
that the usefulness of the network depends on being abletbhe network for simulation purposes. In this figure, the x-axis
collect readings from a large physical region (e.g., meastgevarying Network Lifetime Goals ranging from 40% to 70%.
temperature at various points of the core in a nuclear reactéfhe y-axis is the Survivability of Critical nodes measured
In this case, it's important that for every sub-area (i.e., subs a percentage of critical nodes alive. We can see that the
grid) across the network, there remain sufficient active nodesulti-criteria routing protocol seems to outperform the Group
within each sub-grid. For the latter case, a lifetime goal basadare Network Configuration (GaNC). It should be noted that
on a desired Network Coverage is appropriate, whereas MECR is particularly useful in applications where it is possible
the former, a of goal Regional Coverage or Survivability ofo identify specific subsets of nodes as critical, since unlike
Critical nodes may be the metric of interest. We have four@aNC, it is straightforward to define a variation in the state
MCR to be an effective improvement over GaNC regardlesd such nodes as a trigger condition to initiate, and a criteria
of which of these metrics we consider. to inform, the routing-tree reconfiguration.
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(a) Regional Coverage of 40%

weighting scheme. This configuration is disadvantageous to
MCR, preventing the algorithm from triggering tree rebuilds in
response to network status. In spite of this artificial handicap,
as we will see, MCR consistently outperforms GaNC and
offers significant performance improvements.

In Fig. 10 we consider network lifetime goals of 40% and
70%. In these cases, the network is considered dead after
less than 40% or 70% of all nodes remain alive. We have
forced tree reconfigurations at 10-, 100-, and 1000-minute
intervals. As we can see, increasing the interval results in an
overall increase in the longevity of the network, suggesting
that frequent reconfigurations can result in significant energy

70% Regional Coverage

Time (in months)
= N W & U @ =~
o o o o o o o o
=

o

15615 20x20 25x25 30x30 35x35 40x40 45x45 50x50 overheads. An incorrect selection of such a system parameter
Grid Size (reconfiguration frequency), can result in a 30% reduction in
SHCR BSaNC overall network lifetime. This is a big disadvantage on all

routing tree reconstruction schemes (like GaNC) that require a
fixed period. MCR does not require any sucpriori selection.
Despite being forced to reconfigure at fixed intervals (same
Fig. 8. Comparison of Regional Coverage for different grid sizes. with GaNC), our proposed a'go“thm MCR, perfF)rmS consis-
tently better than GaNC, offering a 10% to 20% improvement
in network lifetime. This improvement is attributed to MCR’s
C. The Impact of Adaptation ability to dynamically redefine the importance of node evalu-
One of the advantages of MCR is that it can automaticalBtion criteria (dynamic and proportional weight updates).
decide on the best time to reconfigure the routing tree, In Fig. 11 we consider the goal of 40% and 70% Network
specifically in response to triggering conditions from the stat@overage. In this experiment, Network Coverage was defined
of the network. On the other hand, it is possible to improvas the requirement that at least this percentage of nodes is
the performance of GaNC by periodically reconstructing thalive in every 5<5 sub-grid of the network; in the general
routing tree. GaNC would therefore require the selection oBse it can be any size sub-grid. As we can see in Fig. 11(b),
such a period — a fixed value. the strict requirement that 70% of all nodes in all sub-grids
In this set of experiments, we investigate whether the perfgemain alive results in a rapid death of the network, but MCR
mance benefits of MCR are due solely to its adaptation alor@@nsistently offers an improvement, ranging from 10% to 60%
or if there is a benefit gained from its ability to dynamicallyover GaNC. When the requirement is relaxed, allowing the
adjust its weighting of evaluation criteria. For this purpos@etwork to continue with as little as 40% of nodes alive per
we selected a range of reconfiguration periods (10, 100, asigh-grid (Fig. 11(a)), we se a generally greater improvement in
1000 minutes) and allowed GaNC to reconfigure the routirgtwork longevity, but the performance gains of MCR are even
tree at such a frequency. To allow for comparison again¥ore pronounced. From Figs. 10 and 11, we can see that MCR
MCR, we artificially forced the reconfiguration of the MCRconsistently outperforms GaNC, but will offer even greater
routing tree at the same frequency as GaNC (i.e., ignoring therformance improvements if reconfigurations are frequent, or
triggering capability of MCR). In this manner, both algorithmdf there is more leeway in allowing nodes to die without failing
reconfigure at the same rate, and MCR’s main differenceth® global system goals.
its ability to evaluate neighboring nodes based on a varying In summary, we can see that the multi-criteria routing pro-

(b) Regional Coverage of 70%
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tocol (MCR) offers significant improvements over the Group |
aware Network Configuration (GaNC) protocol in terms of
Network Lifetime, Network Coverage, Regional Coverage,
and Survivability of Critical nodes. Moreover, the overhead
of power consumption for tree construction is comparable
between the two approaches, and the improvements offered
by MCR are due to both its ability to adapt, as well as to its
ability to dynamically vary the node selection criteria. Hence
MCR is a very good mechanism for in-network aggregation
and is quite versatile as it can be deployed over data-centric
routing mechanisms such as TAG or COUGAR. While we have shown that our adaptive multi-criteria al-
gorithm improves the longevity of system nodes, and the
VI. CONCLUSIONS longevity of the connected network, we have also seen that it
In this paper, we have designed and implemented a muligsults in a higher quality of service by allowing the survival
criteria routing scheme for sensor networks with pervasivaf more critical nodes. This example was specific to wireless
services in mind. Our scheme exhibits significant performansensor networks, but any pervasive computing system that
improvement with minimal overhead when compared to thgepends on the interconnection of its nodes for its services, and
current state of the art routing algorithms. Our contributionghe routing of data among them, could potentially benefit from
in this paper include: such adaptive multi-criteria algorithms for the management of
« The introduction of a multi-criteria routing protocol communication routing. Future work will include the consider-
(MCR) that demonstrates significant improvement in pegtion of additional criteria, the refinement of the weight update
formance across multiple metrics. algorithm, and the development of more application examples

The isolation of the effects and impact of dynamic route
updates on network longevity.

o The introduction of a mechanism for dynamic route

updates that can automatically trigger the rebuilding of
routing trees based on a combination of local information
and a goal of increasing the useful lifetime of the network.

« The evaluation of several metrics that reflect different
application expectations with regards to the usefulness
of a network of sensor nodes.
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to test the usefulness of our approach.
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