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Motivation. Broadcasting provides an efficient means for
disseminating information in both wired and wireless set-
tings, especially for popular data items. Multiversion (MV)
data broadcast, i.e., data broadcast in which more than one
value is broadcast per data item, has the advantage of allow-
ing more client transactions to read consistent data and com-
plete their operation successfully. Naturally, the MV broad-
cast can satisfy both Historical queries in which a client ac-
cesses many versions of the same data item and Snapshot
queries in which a client accesses different data items of
the same version. Furthermore, multiple versions increase
clients’ tolerance to network disconnections that are com-
mon in wireless communications.

Contribution. In this paper [4], we expand our previous
work on MV broadcasts [1, 2] to support efficient selective
tuning. Selective tuning is important for energy constraint
mobile devices since it enables the client to be active only
when data of interest appear on the broadcast. The rest of
the time the client stays in doze mode with its antenna pow-
ered down. In its simplest form, we adopt (1,1)-Indexing
[3] and organize multiversion data in buckets, so that the
average Energy Consumption is significantly reduced while
minimally affecting the average Access Time.

MV (1,1)-Indexing. In MV (1,1)-Indexing, an index is
broadcast at the beginning of every a broadcast cycle. The
index is organized as an ordered set of entries of the form
(Did, Vno, bucketld), where Did is the data id, Vno is the
version number, and bucketld is the bucket offset of that
data item on broadcast (bucket is the broadcast unit).

Grid Bucket Organization. In constructing the data seg-
ment of the broadcast, there are two basic questions: (1)
how to map Did and Vno into bucketld; and (2) in which
order should the buckets be broadcast to satisfy different
sets of clients. We propose a general model of organization
of multiversion data in buckets for the broadcast called the
Grid bucket organization.

A set of multiversion data can be represented as a
two-dimensional array, where dimensions correspond to
Vno and Did, and the array elements are the data val-
ues Dval. To distribute data among buckets we con-
vert the two-dimensional array of data and versions into a
two-dimensional array of Grid-cells (cell size n x k). The
size of a Grid-cell is determined by the size of the broad-

cast bucket so that one Grid-cell can be placed in one
bucket. If possible, the dimensions I and J of a Grid-cell
should be selected so that Grid-cells do not span across the
dimensions of the data and version array. For a data and ver-
sion array with Did=1,..,N and Vno=1,..K, if the Grid-cell
dimensions are set to be I=(N/n) and J=(K/k) to be in-
tegers (a more general case is also applicable), then
Grid-cell(i,j), where i=1,...,1I, j=1,...,J, contains the data el-
ements with Did=(i-1)*n+1, (i-1)*n+2, ..., (i-1)*n+n and
Vno=(j-1)*k+1, (j-1)*k+2, ..., (j-1)*k+k.

The buckets are broadcast by linearizing the Grid-cell

array either “vertically” (Grid-Vertical): Grid-cell(1,1),
(L1), (1,2), .(L2), .(1,J), ..(LJ), or “horizontally” (Grid-
Horizontal): Grid-cell(1,1), ..(1,J), (2,1), ..(2,J), .. (L1),
..(LJ). There are two special cases of grid bucket organiza-
tions which could minimize the number of buckets to be
read by a client. One is Vertical in which each bucket con-
tains data items of the same version. The other is Horizon-
tal in which each bucket contains only versions of a data
item.
Evaluation. Our simulation results showed that the choice
of the best organization depends on the distribution of
client access patterns. If the vast majority of the clients
is Snapshot/Historical, the Vertical/Horizontal bucket orga-
nization must be used. If there is no overwhelming ma-
jority of clients with a specific access pattern, the Grid-
Vertical/Grid-Horizontal bucket organization must be used.
Indexing resulted in energy savings from 2.5 to 5 times. We
also found that there is an optimal granularity in terms of
the bucket size. Such optimal granularity exploits the ad-
vantage of indexing while keeping the indexing overhead
small.
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