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Abstract pacity, and a relatively low-bandwidth, expensive, and ten-

uous wireless connection to the fixed network. They may
There is great need and potential for traditional trans- become disconnected when placed in certain terrain or en-
action support in a mobile computing environment. How- closure. Also, a MH may choose to power doomly the
ever, owing to the inherent limitations of mobile comput- communication subsystem to save battery life or communi-
ing, we need to augment the well-developed techniques oftation dollars; while such a Mk disconnected, it hasot
Database Management Systems with new approaches. Ifailedfor it can continue processing [3, 7]. Such transience
this paper, we focus on the challenge of assuring data con-in connectivity, we argue next, makes transaction process-
sistency. Our approach of localization is to reformulate ing a challenging task.
global constraints so as to enhance the autonomy of the mo- 1,4 pasic problem is that a mobile computer must share
bile_ ho?‘?"- we show how this_approach unifies techniques Ofsome data itemD with a database in the fixed network,
mamtammg rep_hpated data W'th, methods of enfqrcm_g poly- and consequently agree to satisfy an integrity constr@int
nomlal mequalltl(_es. We also discuss hO\.N Iogahzaﬂon can (that ensures correctness of shared components) which is
be |mplemgnted in PRO-MOTION, a erX|pIe Infrastructure e tripyted (or global) since it spans at least the mobile com-
for transaction processing in a mobile environment. puter and one other database. Consider a local transaction
T executing on the mobile host; if it accessBs it must,
when it tries to commit, verify tha®' is preserved, i.e., that
1. Introduction it holds at the end of the transaction. But this verification
implies a query which involves at least one other host —

Thanks to the relentless advances in semiconductors, thé0, T is no longer local: it isdistributed Consequently,
number of users with mobile computers (we will refer to it invites the expenses and problems associated with dis-
these machines asobile hostor MHs) continues to in-  tributed transactions: network communication, distributed
crease. These users have discovered that exciting develogzoncurrency control for synchronization of remote data and
ments in wireless technology can potentially empower them COMmMit protocols [2]. While complex, this is a minor mat-
to access remote informatiamywhere, anytimendin any ter because all this can be accommodated by a Distributed
way. To be truly effective, however, users of MHs need DBMS. The major problem is that in the mobile environ-
the ability to both query and update public as well as pri- Ment, there is an additional factor, the whimsical connec-
vate corporate databases. These databases typically execuii¥ity of mobile hosts, owing to whichunbounded and un-
atomic transactions to assure data consistency and reliabilPredictable delaysan afflict not onlyI” butother transac-
ity in spite of concurrent updates and system failures. Thus,fionsrunning atboththe mobile and the stationary node(s).
transaction support must be extended to mobile users [14]. This is clearly unacceptable. Extending transaction man-

Mobile computers are, in general, less robust than sta-2gémentand data consistency maintenance to cover discon-
tionary ones. Not only are they prone to physical hazards,"ected and mobile operations is the challenge we address.
but also suffer from limited battery life, reduced storage ca-  Qur approach is pre-emptive: when the MH above

*The first and second authors are grateful to NSF for support under sharedD, it agreed to aylobal constraintC’; our aim is to
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the tradeoff against the enhanced autonomy brought by thequantity of parts to be picked up plus pertinent information
locality of C'. As a reflection of this autonomy, the local about the truck, the driver, and the source; on the basis of
transactionl” would remain local; thus, the unacceptable this paper, the driver will be allowed in at the source.
delays discussed above would be avoided. During the pick-up process, the goods are checked to
By a process we calbcalization we reformulate a dis-  see if they meet their specifications, i.e., if an attribdte
tributed constraint into local constraints and adjust them dy- (e.g., the diameter of a washer) is within its specified toler-
namically. We have looked at two kinds of constraints — ance. The motivation is to perform quality control during
based on equality and inequality (for set-based constraintspick-up itself so as to avoid returning unsatisfactory goods
see [9]). Localization provides a framework for a number later because the process of return is costly in terms of both
of well-known but disparate techniques of concurrency con- time and money. Therefore, the truck’s mobile computer
trol such adease callback andcheck-in/check-oyb, 15] measures the mean and variancedof If these two met-
for replicated data based on equality constraintsEgeow rics are outside their acceptable range, the goods are re-

method [12] and th®emarcation Protoco[1, 4] for lin- jected on the spot. For our truck, however, there is an
ear inequality constraints; it has also enabled a hitherto un-added complication: at the destination, the load from this
known extension of Escrow to quadratic inequalities. truck will be merged with that from another source (via an-

The conceptual framework of localization blends syner- other truck), and theverallmeary and variance? of A of
gistically with the architecture of PRO-MOTION, a flexi- the merged collectiomust be kept within tolerable limits:
ble infrastructure for transaction processing in a multi-tier, My, < p < M; and0 < o?/u? < K, where My, M, K
mobile client-server operating environment [17, 19]. By are constants (we capitalize constants).
caching data items locally, it allows MHs to continue ex-  When the load is delivered, the driver records the date
ecuting transactions while disconnected from the stationaryand time, obtains a signature from the receiving party for
server; it incorporates the modified data back into the sta-billing, We label these three steps MANIFEST, PICKUP,
tionary server’s database when reconnection occurs. Theand BILLING respectively. Their ramifications on transac-
cached data is in the form of an encapsulated object con-tion support and consistency maintenance are as follows.
taining data bits, methods, rules, and state information. This ] ) . o
object is called theompact The result of localization is BILLING: The delivery information can be finalized at

simply a way of filling in certain components of appropriate the mobile computer and incorporated in the company
compacts enabling unilateral commitment of local transac- ~ database shortly thereafter. A disconnection is not
tions. Since PRO-MOTION is a practical system under de- catastrophic: it will only postpone the billing process.

velopment (using Java), the localization approach is assure
of realizability in a mobile environment.

The rest of the paper is structured as follows. In the fol-
lowing sections, we present a running example, introduce
the PRO-MOTION infrastructure, explain the technique of
localization, and outline how localization in our example
would be handled in PRO-MOTION.

qDICKUP: Assume that the quality control attributé is
uniformly distributed at the two sources. Let the two
trucks observe means, u» and variancer?, o3 re-
spectively. Suppose the two trucks handle quantities
@1, Q- respectively; then the fraction of goods han-
dled by them ard?; = Q1 /(Q1+Q2), R = (1— Ry)
respectively. Then, the restriction on the overaind

o2 lead to the constraints P1 through P4 (two linear

2. An Example and two quadratic polynomial inequalities in four vari-
ablesy, 2, 0%, 02) listed in Table 1.
Mobile computers are becoming more and more com- So, our truck driver after measuring , o7, will at-
mon [18] in the trucking industry. Each truck has a com- tempt to verify the constraints P1 through P4. But
puter with a satellite or radio link. It not only communi- to do so, it must access,, o2 measured by the sec-

cates with a corporate database, but is also used for billing  onq truck. Owing to disconnection, even if that second

and gathering data from various vehicle instruments; it may truck performs its measurements at the same time, this
be used to transmit funds directly for the driver’s expenses. verification may incur unpredictable delays.

Consider a trucking company that has accepted a con-
tract to move manufactured goods from a source to a desti-MANIFEST: The manifest information should be made

nation. It, in turn, subcontracts privately owned trucks. The permanent in the company database before the truck
driver of such a truck must come to the trucking company is permitted to travel. Next, it should be replicated
for paperwork, go to the source to pick up the material, and in the mobile computer to be looked up when needed.
finally go to the destination to deliver them. The quantity of material for the first and second truck
As a truck arrives at the trucking company, the driver are replicated on both their computers. The quantity

is given a shipping manifest, a paper specification of the can be changed on a mobile computer (e.g., if more
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Pl | Rip1 + Rops > My

P2 | Rip1 + Rope < M, Common Methods Type-specific

P3| Ri07 + Rp02 + RiRap? + RiRop2 — 2R Rapuijiz > 0 methods

P4 Rlo'f—i-RQO'é-I—Rl(l—Rl —KRl)uf .
+R2(R1 — KR2)u? — 2R1Ro(1 + K)pipia < 0 Obligations Data COTE;gtSe”CV

Table 1. PICKUP Constraints State Information

goods are available and there is space in the truck) but
only after the company’s database has been consulted
(both trucks delivering extra goods may not be accept-
able) and the other truck is made aware of the change.
Added complexity arises from the fact that any change
in quantity @; affects R;, R, and thus changes the
constraints P1 through P4 for both trucks.

Figure 1. Compacts as Objects

manager on the server and the compact agent (see be-
low) on the MH. A MH can send an update message
and disconnect immediately relying on the mobility
manager to pursue the update on its behalf and store
Clearly, disconnection during the change process can the acknowledgement.

hold up the other truck’s pickup process. ) )
e At the mobile host, there is @ompact agentlt nego-

tiates with the mobility manager, manages compacts,
3. PRO-MOTION and acts as a transaction manager for transactions ex-
ecuting on the MH. It also handles disconnections and

. . - . manages storage on the MH.
In this section, we highlight the salient features of PRO-

MOTION, a flexible infrastructure for transaction process-  Compacts are obtained from the serverréi@uestrom
ing in a multi-tier, mobile client-server environment[17].  the MH (to fill an imminent or anticipated data need). If
We assume a general mobile computing environment inthe request can be satisfied, the server's compact manager
which the network consists of stationary and mobile hosts creates a compact containing data plus information required
(MHs) [6]. Certain specialized stationary hosts cal\éd- for its correct usage. The compact represents an agreement
bility Support Station¢gMSSs) are equipped with wireless  petween the server and the MH in which the server dele-
communications capabilities that enable the mobile hosts togates control of the data to the MH which pledges to honor
connect to them, and through them, to the high-speed fixedspecific conditions regarding its use as set by the server.
network. At any moment, a MH is either connected to the The compact is recorded in@mpact storend transmit-
network through a specific MSS or completely disconnectedted to the MH. The request from the MH can be tailored to
The goal is to process as much of the transaction on thecause only incremental transmission. For example, trans-
MH as possible, resorting to communication with the sta- mitting the compact methods, which may be very expen-
tionary database server only when convenient or when ab-sive, is avoided if they are already available on the MH.
solutely required by the semantics of the transaction. ThisOnce the MH receives the compact, it records it icom-
is achieved in PRO-MOTION by replicating or caching data pact registrywhich is used by the compact agent to track
from the server; such replicated data is always in the form the location and status of all active compacts.
of an encapsulated object calleccampact(Figure 1). A When the needs of the mobile host or the database server
compact is, broadly speaking, a satisfied request to cachehange, compacts may lenegotiatedto redistribute re-
data, enhanced withbligations(e.g., a deadline)pethods  sources and, when the MH no longer needs the resources,
(a set of allowable operationstate information(e.g., the  compacts areeturnedto the database server and deleted
time of last update), andonsistency rulegrestrictions on  from the local compact registry and the compact store.
possible states). Unlike mobile agents, compacts are active Each compact has a common interface which is used
objects that are invoked and controlled by the Transactionby the compact agent to manage the compacts listed in the
Manager. Compacts are supported at the stationary databasgompact registry and to perform updates submitted by trans-
server, the MSS, and the MH as follows. actions run by applications executing on the MH. The basic

set of methods necessary to manage compacts are:
¢ At the database server, there is@npact managet

acts as a front-end, shielding the server from the id- ¢ inquire(), which retrieves useful information about the

iosyncrasies of the mobile environment. compact state (e.g., name, data type, version, cache
status, free storage, and outstanding transaction IDs),
e Atthe MSS, there is anobility managerwhich helps ¢ dispatch(), which performs operations on the compact

manage the communication flow between the compact on behalf of transactions executing on the MH,
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e checkpoint(), which stores the current state of the
compact for purposes of recovery,

e commit(), which makes the operations of a transac-
tion permanent on the compact (local commit), and ul-
timately on the database server (global commit),

¢ abort(), which abandons a given transaction’s modifi-
cation of the compact data, and

C; (for somey) in W;_, is replaced b)CJ’. in W;. Such a

change ofSC to SC' is referred to agncremental Update
Returning to our example, if the first truck observes a

meanu; < Li, it does not mean that P1 is violated. It

may be possible to redudg to L} and increasd., to L),

suchthat®?, L; + Ry L, = Ry L} + Ry L; also,L,, L, can

be changed without a distributed transaction if the second

¢ notify(), which tells the compact that the mobile en- truck increaseg- before the first decreasés.
vironment has changed, e.g., when some local transac- This is incremental update through a sequence
tions must be re-done or some parameter re-negotiatediv,, W, , W, where

4. Localization

In this section, we elaborate on the notion of localization.

We assume that data is distributed among nodes

1,2, ..., N. A constraintC' is local if it involves only one
node andlistributedotherwise. If there is a rule

01/\02/\.../\01\[—)0,

such that fol <i < N, C; is local, then a distributed con-
straintC is said to bdocalizable The variables and quanti-
fiers (not shown) conform to the rules for Horn clauses [8].

We denote the left side of the rule I$C, a sufficient
conditionfor C, and say tha€' is localizable throughSC'.
So, instead of enforcing’ which is distributed, we enforce
local constraintC; at nodei for all 4.

For example, leC be P1 (Table 1) which is distributed
involving 2 nodes (the 2 trucks), i.eV, = 2, using variables
1 and ps respectively. Using the ruléy, A Cy — P1,
whereC; = (,qu > Ll), andCs = (‘Ll,z > Lz), andLl,Lz
are constants such th& L, + RoL> > Mj, we see that
P1 is localizable and that we can enfoyce> L4, a local
constraint, at the first truck, ang, > L, at the second,
assured that their simultaneous enforcement implies P1.

Now, sinceSC' is only sufficient forC', a local update
may violateC; and hence5'C, while still satisfyingC. In
this case, we would lik&C' to be modifiable to, say§C’
that could accommodate the updated val8€: would be
of the form:

SC'=C{ANCyN .. ANCly.

Though the change &8C to SC’ typically involves con-

Wo = SC = (m>Li)A(u2> L),
W = (m > L1) A(p2 > L), and
Wy = S5C" = (m>Li)A(p2 > L).

Note thatiWy, Wy, W> all imply the original constraint
P1, i.e., at each step, the original constraint P1 is main-
tained. If the order of constraint changes was reversed
(i.e., the first truck decreasdd, before the second truck
increased..), the resulting intermediate state with

Wi = (1 > L)) A (p2 > La)

may not have satisfied P1.

By Localization we mean the substitution of the dis-
tributed constrain€' by local constraint€’; at nodei, and
their dynamic adjustment through Incremental Update. The
following remarks cover useful properties and clearly indi-
cate why node autonomy is enhanced.

o If a local transaction at nodesatisfies the local con-
straintC;, no global constraint is checked and there-
fore unpredictable delays are avoided.

¢ Nodei can unilaterally change its local constraint from
C; to C] if the new constraint is more restrictive, i.e.,
C} — C;, and the data which now satisfi€s also sat-
isfiesC;. For example, the second truck could increase
L, to L}, unilaterally.

¢ Incremental Update of C' can be done one node at a
time possibly in a certain prescribed sequence. No dis-
tributed transaction with expensive commit protocols
and distributed concurrency control is needed.

Making sure that the nodes follow the sequence cor-

straint changes at more than one node, we want this to be
achieved in an incremental node-by-node manner, perhaps
in some pre-determined order. Thus, no synchronization of

data should be necessary, i.e., a distributed transaction can
be avoided.

SC is said to be incrementally changeableto
SC' through a sequence of constraintdVy(=
SC), ...,Wi,...,WN(: SC') if, for 1 <i<n, W; »C
and the sequence is incremental in the sense that, the dif-
ference betweel’;_; andW; is that exactlyoneconjunct

rectly and take care of simultaneous conflicting desires
for constraint change is not trivial. Algorithms ensur-
ing correct behavior under these conditions [10, 11]
and experimental results [13] appear elsewhere.

5. Using Localization in PRO-MOTION

The compacts in PRO-MOTION are ideal for our ap-
proach. The local constraidt;, the result of localization,
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on dataD for a MH i is directly mapped into a compact To see how incremental update works, we will follow a
for D and handed over to the MH which becomes respon- MH £, which is initially a non-leaseholder, as it requests
sible for constraint enforcement; is analyzed as follows:  and gets a lease ok obtaining and creating a replica with
we split it into temporal intervalg(if any), for each inter-  the current values for durationT},, later requests and

val, check ifdefined and if defined, infedata changeabil-  gets permission to modify the replica for duratidg, (it
ity, anddata restriction We encode théemporal rangeas overlaps withT},), subsequently reverts to read-only ac-
obligation (deadline or expiration time); if definedur- cess for duratiof},3, and finally is asked to surrender the

rent_status takes the valuRWor RObased omlata change-  replica. Its local constrainf, goes through the sequence
ability, otherwise, when changing from defined to unde- CY,C},C?,C3,Cp(= C}):
fined it takes the valustale , but if it was never defined

0 _
earlier, the value iSNR (nonresident); and theata restric- Cl{ = i
tion is encoded withirconsistency_rules. We will illus- 015 = zx T A(zp=a) forteTy
trate this below. Ci= a1 fort € Ty
Cg: xp T A (z, =b) fort € Tys
5.1. Handling Dynamic Replication Cp= zl

Its initial constraint isCy) with z;, undefined; at this time
some other MH must have a lease on the data to saflsfy
Once it asks for a lease and gets a read-only lease, its con-
straint changes t@’;. Later, when it wants to modify,
it asks every other leaseholder MH for permission (a MH
makes its request to the compact manager of the server it
is associated with). MH gives permission along with the
current value ofX while changing its constrairt; to z; |.
Suppose all leaseholders give permission. Then along with
the last permission, Mt changes its own constraint €
allowing it to modify z;. At this time, this is the only MH

We have stated earlier that various data replication se-
mantics such akease, callback, check-in/check-aan be
captured under the framework of localization and incremen-
tal update. For shortage of space, we will dwell only on the
leasing technique [5].

Suppose a logical itenX has replicas; at MH i (for
variousi). Not all the replicas are defined at all times; we
denote the predicai#ata itemA is defined (undefined)y
A 1 (respectivelyA |). The conditionC for integrity of
replicas can be stated as

_ ) N with definedX . Now MH j requests a standard lease (read
C=3j[1<j<N)Ag; TN [zt = (2 =0)]. access). MH: gives up its exclusive write access by chang-
i=1 ing to a read-only mode with constraiéf whereb is the

This conditionC has two parts; the first part states that at final value ofz;, andj is allowed to set up its own con-
any time at least one replica must be defined and the secondtraint as
states that altlefinedreplicas should have the same value.
Note that when more than one replica is involved, the sec- Cj=zj T A(z;=0b) fort € Tj
ond part indicates that the constraint is distributed; and thatFinaIIy, suppose MH wants to modifyz;. It requests MH
areplica cannot be updated at one of its sites alone. k (via its server) to surrender the lease. Mthen changes

A leased data item is one shared by the requesters (leasgzg constraint taCd = C°.
holders) each for a certain time interval. Typically, lease- Supposé: had never received any request frgifor any-
holders have read-only access and are free to read the iterg,,o else). Then, befors write lease expired, it should
(as long as the lease has not expired); in order to mod-paye transmitted its last value that can be safely committed
ify the data, however, a leaseholder must obtain permis-ithin the lease period to the server and reverted to a read-
sion from all other leaseholders, who give up their read ac- oy mode for the remainining duration of the lease unless
cess when they give permission. Before the lease expires, & rejeased or re-negotiated it. The server would not con-
writer communicates its final value to the server which sub- 5.t . if it failed to transmit its final value. However, an
sequently forwards it to any requester and globally commits optimization is to allow the server to requésto surren-
local updates. Below, we will not emphasize the special role ggr an expired lease while granting a very small duration

of the server. o _ extension during whictt could transmit its final value and
The global constraint i€’ as given above. Let be the globally commit any locally committed updates.

current value of the shared data andT; the valid lease Consider MANIFEST. It would be appropriate to give

duration for MHi. C'is localized by finding a sufficient  the replicated data lease semantics. Most of the data items

conditionSC = Cy A ... A Cn, where in the manifest are read-only. However, under certain con-
z; T A (z; = a) if i has a valid lease fdF; ditions, a truck may want to change the quantity of material

C; = andtimet € T; it loads. Let Truck 1 then go through the same sequence as

z; ) otherwise MH & above. We will outline the effects on its compact.
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Dispatch() Read() Now let us consider the effects of disconnection in the
Inquire() Commit() Modify() mobile environment. Disconnections cannot cause delays
Notify() Abort() Y i iring a | A reader whose deadline h d
N o fesi D = 45311 in acquiring a lease. A reader whose deadline has passe
Deadline=69000| Otyl = 600 > and is disconnected causes no headaches for lease seekers.
Qty2 = 700 A writer which was unable to communicate its final value

Current_Status = ReadOnly but the write lease interval has passed will not hold up the

DB_Server = ladrone S, .

Last U _ others (beyond the writer’s lease interval) because the server

~_Update = 40221 . . L
will substitute for that missing value and proceed. However,

in the latter case, there is a violation of the global constraint
C': at the writer node, transactions committed locally (since
the last communication) are not globally committed.

How can the constraint violation be repaired? One pos-
nsibility is the following. The server would assign a default
O this truck ol intain th local raint tvalue (perhaps a NULL value) once the writer's deadline

ks h '? ruc ;?r? swgp y r?alnt?]m Iesel oca fof‘st raintsat pas passed. If no other attempt has been made to get a write
each step and thereby satisfy the global constraint. lease on the data, the final value of Mtdbtained through a

The compact includes, in addltl_o_n to the methods for the later communication is stored despite the expired deadline.
common interface, two type-specific methoRgad() and Otherwise, (if another MH did get a write lease), MHvill
Modify(). The following table lists for each constraint in be told viaNotiW to redo its transactions '

ront Statis (55). a5 well a6 the functional descrption of " MANIFEST, only the uaniy of goods Qymouid
- us (CS), as w unct Pt be the target of write requests from Truck 1. Recall that

the method&ead, Modify, andCommit. Qty, is also involved in the fraction®; , R, which are co-
efficients of the polynomials in the constraints for PICKUP.

Figure 2. Compact: Read-only Leased Data

Based on localization and incremental update, we can
rest assured that if the compact for the manifest data ca
be filled in with the requirements stipulated 6 through

[Cj ] CS | Read() [ Modify() | Commit() | Therefore the server would allow Truck 1 to modify Qty
0 NR AskSrvr() | AskSrvr() | reject() only if the change is acceptable and Truck 2 has not yet
C’{ RO | return(val)| AskSrvr() | commit() picked up its goods. If Truck 1 becomes disconnected after

k

getting a write lease, it cannot commit globally and will be
forced to make sure that the PICKUP constraints are sat-
isfied with the original Qty. While Truck 1 has a write
lease on Qty, Truck 2 having given up its read lease on
Qty; must wait to read it. If Truck 1's lease expires without
communication, the server will tell Truck 2 to make its stale
value current. Only if the second truck also fails to contact
the server after giving up its read lease, will it have to wait.

C? RW | return(val) | update() | commit()

C} RO return(val) | AskSrvr() | if no update
then commit()
else AskSrvr()
Ct | stale AskSrvr() | AskSrvr() | reject()

ForCy, Current_Status is madeNR(nonresident)Obli-
gation and Consistency rules are empty since the data
is undefined.Read results in an AskServer request to the

(compact manager of the) server for a read lease. 5.2. Handling Polynomial Inequalities
The state of the compact f@¥} is shown in Figure 2.
Since the data is defined but unchangealgrent_Status Here we discuss the application of localization towards
is made RO (ReadOnly). The time range is translated into distributed polynomial inequality constraints. We make use
a deadline and entered in ti@bligation field. TheCon- of a geometric method.
sistency_rules field is left empty. An invocation tdModify Consider PICKUP. It generated four inequality con-
results in an AskServer request for write access. straints P1 through P4: two linear inequalities on two vari-
For C3, since the data is defined and changea®le; ablesu; andus and two quadratic inequalities on four vari-

rent_status is made RW (ReadWrite)}Commit is a local ablespuy, po, 02, ande?. The Escrow method and the De-
commit. C} is just like C}. except thatCommit checks if ~ marcation Protocol have both shown how linear inequalities
the transaction has updated locally (during the RW period); can be handled efficiently. But neither of them tell us how
if so, it asks the server if a global commit is possible. to handle the quadratic inequalities (owing to the product
Finally, the call to surrender the lease would be made by termy; 2, they cannot be converted into a linear form).

the server througNotify leading to the constraint reverting While illustrating the localization and incremental up-
to C which is exactly likeC}) except thaCurrent_Status date approach using constraint P1 in Section 4, we have
is nowstale indicating a data value which may not be already established that our approach can take care of the
current (but just in case itis, no data communication will be linear inequalities — basically in the same manner as the
necessary when it becomes defined later). Escrow and Demarcation Protocol. But we can go further.
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x2

Owing to our constraint reformulation perspective, we have
been able to extend from linear to quadratic form through a = Ko x1<x2
common approach, a geometric one.

Any constraintC' = p(x1, ..., xn ), where each; can be
represented by a real number, defines a doraim(C) in x
the V-dimensional space in the Cartesian coordinate sys- = = 4
tem, with thei-th coordinate for:;. C' can be geometrically
interpreted asthe datum(z1, ..., z ) satisfie< if and only A 2 ™
if the point(z1,...,xx) in the N-dimensional space is in
Dom(C). Now, suppose we are able to fiftl, ..., Ry, u c L v v
each a range dR such that

(3
LA

X1 =x2

X1 > x2

X1

(x1 € Ri)A...A(zN € RN) = [(z1,...,zN) € Dom(C)].

The right hand side of the above ¢ and the left hand
side is a sufficient conditio§'C for C'; further, since each
conjunct is local, we establish localization. Of course, this
begs the question how thegg can be found. Geometri-
cally, the same left hand side definegatangular subseif
Dom/(C'). All we need to do for localization therefore is to
find and maintain a/{-dimensional) rectangle that is con-
tained withinDom/(C) (intuitively, the closer the subset is
to Dom/(C), the better). Once we find such a rectangle, the
MH in charge ofz; needs to maintain its data value within
a range that is the projection of the rectangle on the axis
z;. Incremental update allows the change of one rectangle
into another making sure that all intermediate rectangles are
contained withinDom(C'). Thus, the geometric approach
reduces to rectangle management. Here, we will not present
the algorithms involved [10, 11] but discuss two examples  Now we will illustrate how the geometric approach
to illustrate the method. works for quadratic constraints. Consider a distributed con-
For a simple example, considét = z; < z», a lin- straintC' of the form
ear inequality, where; andz; reside at MHsl and?2 re-
spectively. Geometricallypom (C') corresponds to the half
plane above the lin®H (z; = z») in Figure 3.
The rule (wherel is a constant)

o p P u 9 ud 1

Figure 4. Managing the Interior of an Ellipse

A1$%+A21'11'2 +A3.Z’§+A4.Z‘1 +Aszo+A6 <0 (or > 0),

indicating a region bounded by a conic section or two par-

allel lines. Suppose by analysis [16] we find thizem (C)

is the interior of an ellipse. We then find a well-oriented

rectangle (i.e., one with sides parallel to thez, coordi-

allows us to localiz&”. The LHS of the rule is the sufficient  nate system) inside the ellipse whose interior represents the

conditionSC = (z1 < L) A (L < x3); geometrically, it is rectangular subset we are seeking. Figure 4 shows such an

an open rectangld BE inside the half plane. ellipse containing a well-oriented rectangle with diagonal
The current datdz, z2) = (u,v) is represented by AB whose projections on the, andz, axes give the local

which is in rectangled BE and therefore in the half plane. constraintp < z; < ¢) and(r < z3 < s).

If a local transaction at MH attempts to increase the value Now let a local transaction at MHattempt to change,

of z; to u’ which is greater thad, there is a violation of ~ from« to w’ which is greater than the local bougdeffec-

the local constraint but not of the global constraint (point tively attempting to move® to P’, which is not in rectangle

P’ is in the correct half-plane). Now the rectangle can be AB but still inside the ellipse. MH using the valueu’

(.771 <L)/\(L<$2) — (:nl <.772)

changed (incremental update) froABE to, say, FHK and its own bounds, then computes a new rectangle (shown
via FGE as MH 2 changes its bound tdé’ and then MH dashed) with diagonal' D and its new projections on the
1 changes its bound tb’. Note that the change vidM K axesr, 2, these projections are the new local constraints.

is not acceptable since that rectangle extends beyond thét first restricts its own bounds which it can do unilaterally
correct half plane. Constraints P1 and P2 are of the samgrecall the properties of localization) thus shrinking the rect-
form asC' and therefore the above description applies to angle to QR and then informs MHthat it can increase its
them. bound enlarging the rectangle to CD.
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Dispatch() Reed0) References
Inquire() Commit() .
Notify() Abort() Modify() [1]
; u, =1.08 10<pugll
Deadline=69000 | 3 _ o'gq 0.6 < 0i1< 075 >

Current_Status = RW
DB_Server = ladrone
Last_Update = 4022 [2]

Figure 5. Compact for mean and variance
, , _ (3]

The above example applies to P3 and P4 with one differ-
ence: P3, P4 involve four variables not two; consequently,
our rectangle will be 4-dimensional. At any moment, the [4]
projections of that rectangle on the four axas», 0,03
will give us the independent bounds on each of these four
variables. Figure 5 shows the compact for one of the
trucks. Here, along witl®bligations andCurrent_Status,
we have an entry fo€onsistency_Rules: the bounds on
w1, 0:. These bounds are the intersection of those obtained [6]
from all the four constraints.

While four variables are involvegy; ando? are on one
machine angi; andas3 are on another. There is a short-cut
based on approximation that lets us revert to 2 dimensions.
This is based on accepting a common bound on the variance
at each node, i.e0, < 0?/u; < L, fori = 1,2, whereL is [8]
a constant. Using this, P3 and P4 reduce to the for@ of
above based on two variablgs, u» instead of four. Then [9]
the above example applies verbatim.

(5]

(7]

[10]
6. Conclusions

" . . [11]
Exciting advances in wireless technology and semicon-

ductors have thrown open the possibility of extending tra-
ditional database management functionality to the mobile [12]
computing environment. In this paper, we have examined
the problem of maintaining data consistency while execut- [13
ing transactions in a mobile environment and proposed a
framework of localization.

Our proposed framework is based on the reformulation
of global constraints into a conjunction of local sufficient [15]
conditions enhancing the autonomy of the mobile hosts.
The mobile hosts, by enjoying greater autonomy, can avoid
unbounded delays during constraint verification; also, the [16]
limitations of data replication caused by disconnections be- [17
come clear. This approach unifies techniques of maintain-
ing replicated data with methods of enforcing polynomial
inequalities. We have discussed how this approach can[18]
be implemented in PRO-MOTION, a flexible infrastructure
for transaction processing in a mobile environment. The
method is to map the results of localization into the parame-
ters of the compact which is the basic unit of data replication
for caching, prefetching, and hoarding in PRO-MOTION.

[19]

straints in distributed database systems.Ptac. 3rd Intl.
Conf. on Extending Database Technologages 373-388,
1992.

P. Chrysanthis, G. Samaras, and Y. Al-Houmaily. Recovery
and performance of atomic commit protocols in distributed
database systems. In V. Kumar and M. Hsu, editBes;ov-
ery in Database Management Systefentice Hall, 1998.

P. K. Chrysanthis. Transaction processing in a mobile com-
puting environment. IfProc. IEEE Workshop on Advances
in Parallel and Distributed Systempages 77-82, 1993.

H. Garcia-Molina. Global consistency constraints consid-
ered harmful. IrProc. 1st Intl. Workshop on Interoperability
in Multidatabase Systempages 248-250, 1991.

C. G. Gray and D. Cheriton. Leases: An efficient fault—
tolerant mechanism for distributed file cache consistency. In
Proc. 12th ACM Symposium on Operating Systems Princi-

ples pages 202-210, 1989.

J. loannidis, D. Duchamp, and G. Q. Maguire. IP-based
protocols for mobile internetworking. IRroc. ACM SIG-
COMM Symp. on Communication, Architectures and Proto-
cols pages 235-245, 1991.

J. Kisler and M. Satyanarayanan. Disconnected operation
in the coda file system.ACM Transactions on Computer
Systemsl10(1):13-25, 1992.

J. Lloyd. Foundations of Logic ProgrammingSpringer-

Verlag, 1984.
S. Mazumdar. Optimizing distributed integrity constraints.

In Proc. 3rd Intl. Symp. on Database Systems for Advanced

Applications, pages 327-334, 1993.
S. Mazumdar and G. Yuan. Localizing a class of distributed

constraints: A geometric approachliournal of Computing

and Information To Appear.
S. Mazumdar and G. Yuan. Localizing global constraints: A

geometric approach. IRroc. 9th Intl. Conf. on Computing

and Information, 1998.
P. E. O’Neil. The Escrow transactional meth@€M Trans-

actions on Database Systenid(4):405-430, 1986.

] M. Pietrzyk, S. Mazumdar, and R. Cline. Dynamic adjust-

ment of localized constraints. Iroc. 10th Intl. Conf. on
Database and Expert Systems Applicaticdk99.

] E. Pitoura and G. Samaraflata Management for Mobile

Computing Kluwer Academic Publishers, 1998.

K. Ramamritham and P. Chrysanthis. A taxonomy of cor-
rectness criteria in database applicatiofsurnal of VLDB
4(1):181-293, 1996.

L. L. Smail. Analytic Geometry and CalculusAppleton-
Century-Crofts, Inc., 1953.

] G. D. Walborn and P. Chrysanthis. PRO-MOTION: Man-

agement of mobile transactions. Pnoc. 11th ACM Annual

Symposium on Applied Computjreages 171-181, 1997.

G. D. Walborn and P. Chrysanthis. PRO-MOTION: Sup-
port for mobile database accesdersonal Technologies
1(3):171-181, 1997.

G. D. Walborn and P. K. Chrysanthis. Transaction process-
ing in PRO-MOTION. InProc. 14th ACM Annual Sympo-
sium on Applied Computingages 389-398, 1999.

Authorized licensed use limited to: University of Pittsburgh Library System. Downloaded on November 12,2025 at 14:43:20 UTC from |IEEE Xplore. Restrictions apply.



